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1 Abstract 

In many communities, residential wood burning produces a significant fraction of 
wintertime PM2.5. This study investigated the impact of near-field burning sources on 
exposures. Wood smoke samples, meteorological data, and burning source location were 
analyzed for 15 nights within a 1 km2 area in Cambria, CA.  Black carbon, a significant 
component of soot, served as an indicator compound for wood smoke.  Large concentration 
variations were observed each night both at a single location and between locations. The 
standard deviation of 12 hour integrated concentrations measured at all sites ranged from 20 
percent to 150 percent of the average on any given night. Sites with the highest overall 
concentrations (averaged over all nights) were 2 to 10 times higher than the lowest concentration 
sites. Neither multiple linear regression nor dispersion models yielded a strong representation of 
measured concentrations.  Thirteen indoor/outdoor measurement pairs from 4 different 
residences showed an average indoor/outdoor concentration ratio of 0.88 ± 0.41. Based on 
measured concentrations, the intake fraction calculated using near-field concentrations was 25 
percent higher than that calculated using the average concentration for the region.  This study 
demonstrates that near-field effects can lead to higher exposures for some individuals than would 
be predicted using regional monitors. 
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2 Executive Summary 
Background 

In many California communities, particles from residential wood burning represent a 
significant fraction of fine ambient particulate matter (PM2.5) during the winter.  Since 
significant health effects have been linked to PM2.5 exposure, and wood smoke specifically, 
understanding these exposures is an important step in protecting the health of Californians.  
While many pollutants originate from sources outside of residential areas, like industrial 
facilities and freeways, wood smoke originates from sources within our neighborhoods.  The 
proximity of these sources to receptors (people in their homes) leads to the potential for a 
significant variation in exposure between residents of the same neighborhood.  Regional air 
monitoring networks, which are designed to assess average concentrations over a large area 
without interference from nearby sources, are inadequate to determine the effects of local sources 
in the near-field. This study assessed the variation of wood smoke concentrations within a 
residential neighborhood and evaluated the impact that this variation has on wood smoke 
exposures. 
Methods 

Wood smoke samples, meteorological data, and locations of burning sources within a 
1 km2 area in Cambria, CA, were analyzed for 15 nights during the winters of 2008-09 and 
2009-10. Cambria was chosen for the study because wood burning is prevalent in the area and 
the winter season meteorology (low winds speeds, inversions, and limited precipitation/fog) 
leads to higher ambient concentrations.  For this coastal community of approximately 6,500 
people with no major highways or industries, wood smoke was the only major source of black 
carbon, a significant component of soot, the indicator compound for wood smoke in this study.  
The absorption Ångström exponent, a metric of how the light absorption of particulate matter 
varies with wavelength and an indicator of wood smoke, was determined by measuring spectral 
light transmission through collected samples.  For each 12 hour sampling period, from 8 to 16 
outdoor filter samplers and 1 to 4 aethalometers (measuring time resolved black carbon 
concentrations) were deployed at sample locations distributed throughout the study area. On 
some nights, samplers and/or aethalometers were also placed indoors to investigate wood smoke 
transport into residences.  Burning sources were located using an infrared camera to identify 
chimneys with elevated temperatures. On two additional nights, multiple samples were collected 
at 4 sites to compare different analytical methods for quantifying wood smoke concentrations. 
Results 

Black carbon measurements within the 1 km2 study area showed substantial variability 
over many metrics. Over a single 12 hour sampling period, peak black carbon concentrations 
measured with an aethalometer were 2 to 100 times higher than the average concentration and up 
to 2500 times larger than the minimum recorded concentrations.  Large variations in black 
carbon concentration were observed at each location and between locations.  For 12 hour 
integrated filter samples, the standard deviation of concentrations for a single sampling period 
ranged between 20 percent and 150 percent of the average concentration.  Although the relative 
concentration between sites was not always consistent, trends indicated that the regions with 
higher home density in the southwestern portion of the study area generally had higher 
concentrations.  Higher concentration sites showed average concentrations 2 to 10 times higher 
than those observed at the sites with the lowest average concentrations. Black and elemental 
carbon concentrations estimated using four techniques (aethalometer, two methods of thermal-
optical analysis, and light transmission) showed significant differences, illustrating the degree of 
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measurement uncertainty, but followed similar trends. Since this study focused on a comparison 
between concentrations, as opposed to absolute concentrations, these differences should not 
impact the conclusions. Particulate matter absorption Ångström exponents were most commonly 
equal to 2, and 95 percent of the time (barring one sampling day) exhibited high values typically 
associated with wood smoke rather than motor vehicle exhaust.  Multiple linear regression 
analyses of the data sets did not yield strong correlations between concentrations and measured 
parameters such as wind speed, wind direction, or number of burning sources. In addition, 
dispersion modeling did not yield a consistently accurate description of the concentration profile 
within the region.  The failure of these tools to describe the concentrations found may be due to 
the stochastic nature of turbulent flow in the near-field and the complexity of ground level air 
flow in a residential area where obstruction by trees, streets, and homes influences the direction 
and speed of air motion.  The impact of near-field effects on exposure was estimated using the 
ratio of the intake fraction calculated based on local concentrations in sub-regions of the study 
area to the intake fraction calculated using the average concentration for the entire area. Using 
this metric, a ratio of 2 would mean that including near-field effects doubled the intake fraction.  
For the 15 sampling periods in this study, the intake ratio ranged between 0.95 and 1.8, with all 
but 2 of the values being greater than 1, meaning that including local effects generally increased 
the intake fraction.  Outdoor concentrations can be mitigated in the indoor environment by losses 
to the surfaces.  To evaluate the magnitude of this effect, 13 indoor/outdoor measurement pairs 
were obtained at 4 different residences and showed an average indoor/outdoor concentration 
ratio of 0.88 ± 0.41.  In addition, a time dependent mass balance model was used in conjunction 
with aethalometer measurements taken over 16 nights at a single residence to estimate an 
average air exchange rate of 0.26/hr ± 0.08, a deposition loss rate of 0.08/hr ± 0.03, and a 
penetration factor of 0.97 ± 0.02. Using these average values in a steady state model predicts an 
average indoor/outdoor concentration ratio of 0.74 for the residence studied and using the air 
exchange rate from the LBNL infiltration model yields a ratio of 0.84. 

This study has several implications for regulatory programs. First, since some locations 
were shown to have higher concentrations than the average for the region, the study shows that 
near-field effects can lead to higher exposures for some individuals than would be predicted 
using regional monitors.  In addition, regional data may lead to an under-prediction of the intake 
fraction for sources distributed within neighborhoods, particularly when sources are located in 
relative proportion to population density.  Finally, although indoor concentrations are reduced 
relative to adjacent outdoor concentrations, wood smoke particles generated in the near-field are 
relatively persistent in the indoor environment when compared to many other ambient pollutants. 
Conclusions 

In response to the four original main objectives for this project, this study showed that 
concentration variability associated with wood burning in a residential neighborhood could have 
substantial impacts on exposures for individuals, causing much higher exposure for some 
individuals than would be predicted using regional concentration values.  The near-source 
contribution could not be accurately estimated using multiple linear regression models or 
dispersion models based on local meteorological, geographic, and source data.  However, simple 
indoor-outdoor models did provide an adequate representation of indoor exposures when wood 
smoke specific parameters were used.  In this study, failure to account for near-field 
concentration variability resulted in an under-prediction of intake fraction. Future studies are 
needed to quantify these effects under different conditions and locations and to improve near-
field concentration predictions. 
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3 Statement of Significance 
Most efforts to characterize and control ambient air pollution have focused on sources 

that degrade air quality over large portions of an air basin, creating a relatively similar 
concentration within regions of the air basin. Consistent with this objective, most ambient air 
quality monitoring stations are deliberately sited to avoid influences of local emission sources. 
This creates a gap in our understanding of exposures near outdoor pollutant sources. Although 
zoning regulations tend to group industrial sources away from residential areas, generation can 
occur within residential neighborhoods.  Since the objective of air quality regulation is to protect 
the public from risks associated with pollutant exposures, it is crucial to understand not only 
regional trends, but also local effects. Residential wood smoke is an especially relevant 
pollutant, with potentially significant variation between ambient concentrations and individual 
exposures. Wood smoke is especially important owing to its significant contribution to fine 
particulate matter (PM2.5) emissions within California, and is widely recognized as a major 
contributor to wintertime PM2.5 concentrations in many residential areas of the state. 
Assessments by California Air Resources Board attribute over 100 tons per day of PM2.5 
emissions to residential wood combustion, nearly twice the emissions estimated for all on road 
vehicles.  In addition, these wood smoke emissions are not distributed equally in time, occurring 
mainly during the winter months when the weather is cold. Residential wood combustion is 
typically considered an ‘area’ source, since the wide distribution of small sources can be well 
characterized as an area source when concentrations are viewed at a regional scale. However, 
when viewed on the scale of individuals within a neighborhood, these sources may have 
significantly variable impacts based on the location of the person relative to each source. Being 
able to better quantify the importance of the near-field exposure component to overall exposures 
is critical for understanding the relative exposure to wood smoke emissions.  When attempting to 
determine the health risks associated with wood smoke emissions, the following two questions 
arise. (1) Is monitoring station data a reasonable proxy for the average wood-smoke 
concentrations to which people are exposed? (2) How much does the exposure vary for 
individuals within the same community based on their location within the source field?  The 
answers to these questions depend on the characteristics and variability of the near-field 
concentrations within an “area source” of residential wood burning. 

While some studies have evaluated the variability of PM variability in urban 
environments that primarily originates from diesel or gasoline exhaust and/or industrial sources, 
no studies have evaluated the impact of wood burning sources on near-field PM variability. 
Studies demonstrating small scale variability generally involve mobile sampling methods and 
tend not to use simultaneous sampling strategies.  For example, Robinson et al. (2007) found 
large differences in PM2.5 concentration averages over a distance of only 41 meters (35 µg/m3 

and 90 µg/m3) when sampling with a mobile nephelometer, a device measuring light scattering 
by particles which can then be related to PM2.5 concentrations. Higher concentrations were 
found in areas where wood burning was prevalent.  While mobile sampling can demonstrate 
differences in concentrations over short distances, changes to concentrations over time remain 
unaccounted for.  

Studies evaluating wood smoke contributions to PM concentrations in small areas have 
only measured pollutant variability at one location and have had to differentiate between PM 
contributors.  One study evaluated both coal and wood burning contributions to winter PM10 and 
black smoke in the Czech Republic within a small rural village (Branis et al., 2000) and found 
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that concentrations varied by more than a factor of 10.  A strong correlation between black 
smoke and PM10 concentrations indicated that the main source of PM10 was likely household 
combustion processes. 

In contrast to the scarcity of near-field PM variability studies, there are a larger number 
of reports investigating spatial variability in PM from vehicular or unspecified sources.  Many of 
these studies evaluated PM variability within urban scales, defined as 4 through 100 km in 
diameter, length, or width, and neighborhood scales, defined as 500 m to 4 km in diameter, 
length, or width (40 CFR part 58).  While some researchers have found low variability within 
urban scales (Gorin et al.,2006; Goswami et al., 2002), other studies have found significant 
variability on the smaller neighborhood scale. 

PM concentrations have been found to vary considerably over short distances, especially 
in the presence of abundant pollutant emissions.  Gulliver and Briggs (2004) found large 
standard deviations when measuring PM10, PM2.5, and PM1 concentrations at 1 second 
resolution over two routes comprising high traffic and low traffic areas while walking and 
driving.  Both the walking and driving routes yielded standard deviations in concentration that 
were approximately equal to the average concentrations. Due to the nature of the study designs, 
these standard deviations combine both spatial and temporal variability in concentration. Higher 
variability in PM has been shown to occur in the presence of numerous gasoline and diesel 
vehicles, while variability declines when only background PM levels are observed (Weijers et 
al., 2005). 

A study conducted in four French metropolitan areas of contrasting urban settings and air 
quality also found fixed monitoring locations to under-represent individual exposure to PM2.5 
(Nerriere et al., 2005).  Three areas within each city were selected to represent locations with 
high traffic emission exposure, abundant influence by local industry, and urban background 
levels.  Volunteers within each area carried personal monitoring devices, a Harvard ChemPass 
along with a portable pump, and comparisons were made between the individuals and fixed 
monitoring stations in each area over a period of between 24 and 48 hours.  Significant 
wintertime average differences were found between personal and fixed station PM2.5 
concentrations, with all winter average concentrations reading lower at fixed stations. It is 
important to note that measured PM2.5 may have been contributed by indoor activities and 
sources, in addition to outdoor sources, although volunteers were all non-smokers who had 
declared no exposure to environmental tobacco smoke.  Several other studies have also attributed 
the difficulty of representing personal pollutant exposure with fixed-monitoring stations to the 
abundance of indoor pollutant sources (Wilson et al., 2000; Zeger et al., 2000; Turpin et al., 
2007).  

Although the phenomenon of higher near-field exposures has been documented for some 
sources, wood smoke from residential heating is a pollutant source that differs significantly from 
those studied previously. With wood smoke, the receptors of interest (people in their homes) are 
interspersed within a field of small stationary sources. Wood burning for home heating occurs 
mostly at night and in the winter, periods when atmospheric mixing can be suppressed by low 
inversions and stagnant conditions. The variability in heat output and therefore plume rise from 
the individual sources adds a further layer of complication. Both Gorin et al. (2006) and Glasius, 
et al. (2006) found an increase in wood smoke concentration in samples taken in residential 
areas. However, neither study provided the spatial resolution needed to determine the variation 
of concentrations within those residential areas. 
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In residential areas, the primary exposure to people is expected to occur indoors.  Not 
only do Californians spend eighty-seven percent of their time indoors (Jenkins et al., 1992), but 
during peak periods of wood smoke generation, evenings and nights, people are more likely to be 
inside their homes.  However, most of the research on particle transport into the indoor 
environment has classified particles by size, with some research on classification by chemical 
composition.  By sampling in a region were ambient particles are dominantly from residential 
combustion, this study adds important information to our understanding of transport of wood 
smoke particles into homes and, ultimately, to our understanding of human health impacts. 

One important measure of the impact of a particular source or source type is the intake 
fraction (iF). Intake fraction methodology is used to quantify the relationship between pollutants 
that are emitted and their intake by populations (Bennett, et al. 2002).  The intake fraction for a 
particular source depends on a variety of factors such as emission location relative to receptors, 
meteorology and transport, loss mechanisms, and population distributions.   Typically, intake 
fraction is calculated across a city or region using regional monitoring data.  This study assesses 
the impact of near-field effects on intake fraction calculations. 

Overall, major gaps remain in our understanding of near-field exposure impacts across 
the array of potentially important sources. This study provides a unique data set for assessing 
near-field wood smoke concentration variability within a neighborhood and the potential impact 
these variations have on our understanding of human exposures to wood smoke particles. 

4 Project Objectives 
The goal of this research was to contribute to the understanding of near-source variability 

for primary air pollutants generated within a residential area. The study focused on wood smoke 
particulate matter generated within a residential area in a region where residential wood burning 
is the primary source of particles. The research addressed four primary questions: 

• What is the concentration variability associated with wood burning within a 
residential neighborhood? 

• Can near-source contributions be properly estimated based on information on 
burning patterns, meteorology, and regional monitoring site data? 

• Does indoor exposure to outdoor wood smoke sources correlate with expected 
values based on simple indoor-outdoor models? 

• How does the near-source contribution affect intake fraction calculations for 
wood smoke exposures? 

The results of this project improve our understanding of the contribution of wood smoke 
variability to overall PM2.5 exposure, and can be used to aid in the development of PM2.5 source 
reduction prioritization, increase our understanding of the importance of variability of acute 
exposures, and improve the effectiveness of source control programs for reducing PM2.5 
exposures.  To the extent that wood smoke behavior can be generalized to other locally 
distributed emission sources (such as distributed power generation) this work will aid in decision 
making regarding siting of sources, improve impact calculations, and be a valuable resource for 
determining the potential for environmental justice concerns. 
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5 Experimental Overview 
The purpose of the field study was to gather information to understand better the near-

source variability of wood smoke within a residential area. To this end, different types of 
sampling were performed to accomplish different study objectives. The field study consisted of 
three major components: method comparison tests, outdoor Intensive Operational Periods 
(IOPs), and indoor/outdoor sampling.  

Method comparison tests were performed to understand more quantitatively the 
relationship between commonly used analysis methods.  During the method comparison tests, 
multiple filter samplers and an aethalometer were co-located at 4 different sites within the study 
area. The filters were then analyzed by different methods and the results compared. The 
methodologies and results of these comparison tests are detailed in Section 6. 

The main portion of the study, the Intensive Operation Periods (IOPs), investigated the 
variability of outdoor concentrations.  For each IOP, filter samplers and aethalometers were 
placed within the study area, with the filter samplers programmed to draw air for 12 hours during 
the evening and morning hours when burning is most prevalent.  Twenty four hour samples were 
not used since aerosols generated during the daytime hours are typically low in wood smoke 
particles and higher in aerosols from other sources.  The inclusion of these daytime aerosols 
would have made it more difficult to assess the near-field component due to wood smoke 
combustion within the study area. In addition, the study area was surveyed using an infrared 
camera to determine which homes were actively using their chimneys. The methods and results 
from the IOPs are detailed in Section 7. Sections 8 and 9 explore these results using statistical 
and dispersion models, respectively. 

Indoor/outdoor sampling was also performed to improve our understanding of the 
relationship between the outdoor concentrations measured during the main portion of this study 
and the indoor concentrations to which people are typically exposed.  Pairs of integrated filter 
samples were placed indoors and directly outside of four different residences in the study region 
during some IOPs.  In addition, indoor/outdoor aethalometer pairs were placed during 
supplementary periods to provide time resolved data. Both the integrated filter results and 
aethalometer data were used to investigate indoor concentrations due to residential wood 
burning. Details of the methods and results of the indoor/outdoor sampling are given in Section 
11. 

5.1 Location Selection 
An important aspect of the field plan was selecting a study area that provided the best 

opportunity to fulfill the objectives of this project.  The region needed to have residential wood 
burning as the primary or most significant contributor to wintertime PM2.5 and meteorology 
conducive to the study objectives.  The ideal meteorological features were (1) wintertime 
inversions and relatively low wind speeds that would lead to higher and more easily measureable 
concentrations, and (2) limited fog and precipitation to prevent wood smoke particles from being 
scavenged from the atmosphere. Secondary features of interest for the study area included 
limited interference from other sources of combustion particles, a safe environment for 
deploying instruments and working at night, cooperative local individuals for siting instruments 
in yards and inside homes, limited migration of pollutants into the study area, and a local air 
district enthusiastic about cooperating with the research. 

In the original proposal, the Fresno, CA area was considered a likely area for the field 
study.  During the initial selection investigation, surveys were performed in several Fresno and 
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CAMBRIA CHAMBER OF COMMERCI 

Clovis neighborhoods, using an infrared camera to detect chimney activity and a portable 
condensation nucleus counter to detect elevated particle concentrations. Filter samples were also 
placed at two different homes to collect overnight samples.  However, these surveys revealed 
many non-ideal features of this region.  For instance, evening traffic made it difficult to conduct 
the surveys and the prevalence of fog significantly reduced the number of available sampling 
days. One of the most significant disadvantages was that since Fresno represents a large region 
with significant wood smoke emissions, any 1 km2 study area chosen would experience 
significant transport of wood smoke emissions into the study area.  However, since these 
emissions were from sources located at varying distances from the study area boundary, 
characterizing the entry of particles into the study area would be very difficult.  Although 
winter-time PM levels can be very high in Fresno, the magnitude of the PM concentration is not 
critical for the purposes of this study since the focus is on the variability of the contribution from 
near-field sources as opposed to overall concentrations. During the selection process, several 
other California locations were also considered.  Based on the results from the selection process, 
Cambria, California (Figure 5.1) was chosen because it most effectively meet both the primary 
and secondary requirements for the study.  Situated along the California coast, Cambria is 30 
miles northwest of San Luis Obispo in San Luis Obispo (SLO) County, between San Francisco 
and Los Angeles.  The town spans about 3 km2, is populated by approximately 6,500 people, and 
lists tourism, light industry, and agriculture as its main industrial activities (Cambria Chamber of 
Commerce, 2010).  

Figure 5.1 Map of Cambria, California neighborhoods 

One of the most significant advantages of Cambria over other locations was the nearly 
complete lack of potentially interfering sources.  Cambria is located on the central coast of 
California (35.554030, -121.087394) with elevations ranging from sea level to 250 feet. It is 
bordered to the west by the Pacific Ocean and to the east by the Santa Lucia Range.  Cambria has 
nearly no conflicting PM2.5 sources such as industry or vehicular traffic. There are no major 
freeways in the area and little or no traffic during the evenings and nighttime.  The largest road, 
Highway 1, is one lane each way and serves only local truck traffic.  There are no major PM2.5 
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producing local industries. The nearest major cities are Monterey (population 410,000) 
approximately 80 miles northwest, San Luis Obispo (population 270,000) approximately 30 
miles south-east, and Paso Robles (population 28,000) approximately 20 miles east.  Due to the 
distance, topography, prevailing meteorology, and relatively good air quality in these nearby 
regions, transport of pollutants does not significantly impact air quality in Cambria. 

Although Cambria does not have other significant pollutant sources, residential wood 
burning is common. Because of the age of the neighborhoods and the characteristics of the 
homes, a large percentage of the homes in Cambria have fireplaces and/or woodstoves. In 
addition, the close proximity to available wood results in many homes using wood for all or a 
significant portion of their heating needs.  Cambria lies in a rural portion of San Luis Obispo 
County. Over the entire county, residential wood combustion was estimated to constitute 26 
percent of the total winter PM2.5 in 2005 (CA ARB, 2006). However, other majors PM2.5 
sources within the county, such as managed burning and disposal, paved/unpaved road dust, and 
farming operations, are not significant in the area surrounding Cambria so wood burning was 
expected to form a larger fraction of PM2.5 emissions in Cambria. Additionally, road dust and 
farming operations that suspend dust would not contribute to carbonaceous PM, which is the 
measurement focus of this study. 

As part of the assessment of the Cambria location, an aethalometer was placed within the 
study area for a 10 day period in December, 2008. Aethalometers use the optical absorbing 
properties of the fraction of carbon containing particles known as black carbon to determine 
concentrations based on optical attenuation through a particle-laden filter.  Since black carbon is 
a by-product of combustion, the aethalometer measurements shown in Figure 5.2 were used to 
determine whether residential wood combustion was a potentially significant source within the 
proposed study area. The data shows that during the evenings, shaded in the figure, there is 
generally a sharp increase in black carbon concentration that lasts until at least midnight. This 
pattern is consistent with residential wood burning since most residential fireplaces are lit as the 
temperature drops in the late afternoon/evening and are then allowed to burn out overnight.  The 
lack of morning/evening peaks indicates that commuter driving is not a significant source in this 
area. This lack of significant car and truck traffic was also confirmed by observation of the area 
during the evening and nighttime. 

Cambria also has generally favorable weather conditions for the study.  The area typically 
experiences relatively cool winter temperatures (historical average highs around 62°F and lows 
around 42°F) and frequent wintertime inversions.  Rainfall is fairly low with about 3.5” per 
month in the winter and an average of 31 rain days per winter.  Although low fog is a common 
summertime phenomena, there is seldom ground level fog during the winter. 

The Cambria location yielded many opportunities for relatively easy access to study 
locations and excellent support from the local APCD (San Luis Obispo County Air Pollution 
Control District).  Not only is Cambria a small town where it was safe to work at night and 
uncomplicated to disseminate information regarding the study, the APCD had logged a history of 
complaints regarding wood smoke levels from several residents in the area, and therefore had a 
ready list of potentially cooperative home owners. A subset of these concerned residents 
provided access for the indoor study, placement locations for outdoor samplers, and locations 
with power for aethalometers. 
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Figure 5.2 Black carbon concentrations over a ten day period in Cambria, CA.  Data was collected 
during the location selection phase of the project to assure that wood smoke 
concentrations were detectable within the selected neighborhood. The hours from 
approximately 9 p.m. to 3 a.m. are shaded to help identify the period which is expected 
to have the highest wood burning emissions 

5.2 Study Area Description 
The study area within Cambria was approximately 1 km2 and located in northern 

Cambria in portions of neighborhoods known as “Leimert” and “Happy Hill” (south of Leimert), 
encompassing about 400 homes.  This section of Cambria was chosen because it is representative 
of typical Cambria neighborhoods, with a prevalence of chimneys, chimney use, and homes 
ranging from 1 to 50 years old. Chimney use was confirmed using thermal imaging prior to the 
start of the study.  Additionally, to assure that BC concentrations were measurable, the study area 
was scanned over several evenings under different meteorological conditions using a mobile 
portable aethalometer driven through the neighborhood. The chosen study area, shown in 
Figure 5.3, is comprised of residential homes within an area with substantial tree coverage in the 
northern portion and more open area in the southern portion.  The 2000 US census indicated a 
median population age of 50.9, and 46 percent of structures (including homes) built before 1980 
and 32 percent built between 1980 and 1989 (US Census Bureau, 2000). 
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Study Area 
Total Area Pixel Count: 164424 
Tree Cover Area Pixel Count: 100937 
% Tree Cover= 61 

Figure 5.3 Approximate tree coverage within the study area (Cambria, CA) showing the variation 
of land usage within the 1 km2 sampling domain. 

In areas of higher housing density (mostly the Happy Hills neighborhood), homes are 
spaced closely together, often with the backs of two houses facing one another, and almost every 
house contains trees on two sides of the residence.  In the area of lower housing density (mostly 
the Leimert neighborhood), homes are often spaced greater than 50 feet apart with trees 
surrounding the homes on all sides.  Cambria’s downtown is located just south of the study area, 
comprised of mostly one long street running south-east from the study site.  The downtown area 
located closest to the study site consists of restaurants, novelty shops, art galleries, hotels, a 
couple of gas stations, and other small retail businesses. 

Once this area was confirmed to be suitable, daytime visits were made to locate sampling 
locations. Contact was made with local law enforcement to inform them of our activities. The 
Cambria contacts made through the APCD helped to spread the word about the research project, 
facilitating access to more homes. Figure 5.4 shows the study area location on a Cambria map 
and the locations of the sampling devices for the sampling period starting on February 28, 2010.  
To the extent possible, the same sampling locations were used throughout the study.  However, 
some changes in locations occurred between sampling seasons and slight variations occurred due 
to access changes and equipment availability. 
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Figure 5.4 Study area, outlined by black box, with approximate sampling locations for 
February 28, 2010 

6 Determination of Wood Smoke Concentrations 

6.1 Wood Smoke Composition 
Particulate matter from wood smoke primarily consists of carbonaceous, sub-micron 

particles commonly split into two major fractions, elemental carbon (EC) and organic carbon 
(OC). Minor wood smoke constituents include ions and metals (Fine et al., 2002; Fine et al., 
2004a). Black carbon (BC) and brown carbon are other classifications sometimes used to 
describe the carbonaceous portion of wood smoke. BC refers to the portion of particulate matter 
that appears black in sunlight, and it is thought to be composed mostly of elemental carbon. 
Brown carbon refers to OC that absorbs light with lower mass efficiency and greater spectral 
selectivity than BC (Kirchstetter et al., 2004; Andreae & Gelencser, 2006). The methods used to 
measure these carbon constituents are discussed below. 

The composition of wood smoke is heavily influenced by burning conditions.  For 
example, Rau (1989) found that the fraction of EC in total carbon (TC, equal to the sum of EC 
and OC) ranged between 52 and 73 percent for higher combustion temperatures and between 5 
and 13 percent for lower combustion temperatures.  Kocbach et al. (2005) reported similar 
findings.  McMeeking et al. (2009) reported that EC emissions were associated with flaming-
phase combustion, and that the particulate EC/TC ratio was ~0 during the smoldering phase and 
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0.5 during the flaming phase of a fire of ponderosa pine. Additionally, the light-absorbing 
efficiency of the OC in wood smoke depends on combustion temperature, where higher 
combustion temperatures lead to OC with higher mass absorption efficiency (Chen and Bond, 
2010). 

Pinus radiate or Monterey Pine, which is a native California tree, inhabits much of 
Cambria and other central coast locations such as Santa Cruz and Monterey.  Thus, it can be 
assumed that the wood burned in fireplaces in Cambria in this study would mostly consist of 
Monterey Pine. While it has been shown that wood smoke composition is influenced by wood 
type, e.g., Fine et al. (2004b) reported that the EC fraction of particles varied between 1 and 33% 
depending on the species burned, we would expect more variation due to burning conditions.  

Of the organic species emitted from the combustion of wood smoke, levoglucosan is 
significantly more abundant than others. Levoglucosan has been found in large quantities in 
combustion emissions from all wood types studied (Simoneit et al., 1999) and has been found to 
constitute 7% of total organic carbon (Yan et al., 2007).  In Fresno CA, where PM concentrations 
regularly exceed California standards during the winter months, levoglucosan concentrations 
have been as high as 4 µg/m3 (Simoneit et al., 1999).  Levoglucosan is stable in the atmosphere 
and specific to only cellulose pyrolysis (Fraser & Lakshmanan, 2000; Locker, 1988) and is, 
therefore, considered a chemical marker for biomass combustion.  However, levoglucosan is not 
a quantitative tracer for wood smoke since it is not emitted at the same rate from all wood types 
and its emission is affected by burning temperature. 

6.2 Methods 

6.2.1 Thermal-Optical Analysis (TOA) Methods 
EC and OC are measured by thermal-optical analysis (TOA) methods. In TOA, 

particulate matter previously collected on a quartz fiber filter is heated at a prescribed rate in a 
controlled atmosphere. There are two widely used TOA methods to determine EC/OC: the 
Interagency Monitoring of Protected Visual Environments (IMPROVE) method (Chow et al., 
1993) and the National Institute of Occupational Safety and Health 5040 method (NIOSH, 2003; 
Birch and Cary, 1996). In both cases, the temperature of the particulate matter sample is 
stepwise increased, with each increase evolving more refractory carbon compounds. A plot of 
the rate of carbon evolution with time (or temperature) is known as a carbon thermogram and is 
integrated over the duration of each temperature step to determine the mass of carbon that was in 
the sample. 

The temperature protocols of the two TOA methods differ.  IMPROVE measures organic 
carbon in a 100% helium environment by integrating OC1 (120°C), OC2 (250°C), OC3 (450°C), 
and OC4 (550°C) and further measures elemental carbon in a 2% oxygen 98% helium 
environment by integrating EC1 (550°C), EC2 (700°C) and EC3 (850°C). NIOSH measures 
organic carbon in a 100% helium environment by integrating OC1 (250°C), OC2 (500°C), OC3 
(650°C), and OC4 (850°C) and further measures elemental carbon in a 2% oxygen 98% helium 
environment by integrating EC1 (650°C), EC2 (750°C) and EC3 (850°C). It has been shown 
that EC/OC determination depends on the TOA temperature protocol and comparisons of the two 
methods often yield substantially different estimates of EC, especially for OC dominated 
samples such as wood smoke (Watson et al., 2005). Both of these TOA methods, therefore, 
provide different operational definitions for EC and OC. The differences in the temperature 
profiles between these methods lead to different values for each fraction, however the methods 
are also similar in many aspects.  There is no indication in the literature that one method is better 
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able to quantify EC and OC from wood smoke.  For this study, the proposal called for the use of 
the NIOSH method for EC/OC determination. 

Another TOA method performed at Lawrence Berkeley National Laboratory (LBNL 
TOA), and described most recently by Hadley et al. (2008), is appreciably different from the 
IMPROVE and NIOSH methods. The LBNL method heats the sample at 40°C/min from 50 to 
750°C in an oxygen atmosphere rather than first in helium and second in a mixture of oxygen 
and helium. A notable difference is that in the LBNL method, white light transmitted through 
the sample is measured with a spectrometer. In the more common TOA methods described 
above, red light transmitted through the sample is monitored and used to aid in the distinction 
between EC and OC. As in the methods described above, in the LBNL TOA method the carbon 
thermogram is integrated to determine the mass of carbon in the analyzed sample. In contrast to 
the above methods, the spectral transmission measurements permit the use of absorption 
selectivity to aid in distinguishing between carbon types.  The LBNL method reports OC and BC 
rather than OC and EC because of the reliance on optical properties and the absence of a He-only 
heating phase, which is intended to isolate EC. 

In this study, NIOSH 5040 was used to determine EC and OC and LBNL TOA was used 
to determine BC and OC. 

6.2.2 Light Attenuation Method 
We used a light transmission method to characterize the spectral light absorption by 

aerosol samples collected on quartz fiber filters. Transmission was measured using a custom 
built optical spectrometer that allowed placement of filter samples between the light source and 
detector.  The light source was a lamp with an emission spectrum extending from the near 
ultraviolet to the near infrared and the spectrometer was equipped with a fixed diffraction grating 
and a linear CCD-array detector. Light attenuation (ATN) was calculated from measured sample 
light transmission (T): ATN = 100ln(1/T).  In this study, T was defined as (Is/Is,o) × (Ir,o/Ir), 
where Is and Is,o are the measured intensities of light transmitted through a quartz filter sample 
prior to and after removal of carbonaceous material by heating to 800°C in oxygen, Ir and Ir,o are 
the intensities of light transmitted through a reference quartz filter measured at the same time as 
Is and Is,o, respectively. Measurements of Is and Is,o were made using the same quartz filter. 

The amount of light absorbed by particulate matter generally increases with decreasing 
wavelength, and a power law relationship is often used to express the spectral selectivity: ATN = 
K·λ-AAE, where ATN is the spectrally dependent light attenuation measured, K is a constant, λ is 
the wavelength of light transmitted through particulate matter samples, and AAE is the
absorption Ångström exponent.  The value of the AAE is indicative of the source of the 
particulate matter. For example, the AAE of motor vehicle exhaust is ~1, whereas biomass 
burning smoke exhibits stronger absorption selectivity with AAE ~2 (Kirchstetter et al., 2004; 
Sandradewi et al., 2008a; Sandradewi et al., 2008b). For example, it has been shown that 
smoldering combustion of pine needles produces soluble particles (i.e., not BC) that exhibit a 
strong absorption spectral dependence (Patterson and McMahon 1984).  The increased spectral 
selectivity is directly related to the presence of light-absorbing organic carbon in the sample.  By 
extracting from a biomass smoke sample a large portion of the OC, Kirchstetter et al. (2004) 
found that AAE decreased from 2.2 to 1.3. In contrast, removal of OC from motor vehicle 
particulate matter had a negligible effect on the AAE. 

We computed black carbon concentrations based on the analysis of quartz filter samples 
by dividing the measured ATN at 880 nm by 16.6 m2/g, which is consistent with the attenuation 
coefficient and calculation of black carbon concentrations in the aethalometer. 
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6.3 Comparisons Between Analytical Methods 
On March 7th and March 15th, 2009, methods comparisons field tests were executed. The 

goal was to compare methods for determining wood smoke EC and OC. To compare different 
methods, four filter samples and one or two aethalometers were co-located at four different sites 
in Cambria, California. Filter samples were collected using SKC Inc. Model 200 Personal 
Environmental Monitors (PEMs) with PM2.5 size selection. The Model 200 PEM is designed to 
operate at a 10 L/min flow rate.  Leland Legacy flow-controlled pumps (SKC Inc.) were used to 
achieve the desired flow rate. In addition, either a battery operated mini-vol sampler (loaned 
from the California Air Resources Board) or an FRM PM2.5 sampler was also placed at each 
location to obtain PM2.5 filter samples. Figure 6.1 Method comparison IOP showing four PEMs, 
two aethalometers, and a mini-vol sampler co-located in a resident’s backyard shows a method 
comparison IOP set-up at one site. 

Figure 6.1 Method comparison IOP showing four PEMs, two aethalometers, and a mini-vol 
sampler co-located in a resident’s backyard. 

For each co-location site, two of the PEM quartz filters were sent to Sunset Laboratories 
(Tigard, OR) for EC/OC analysis by the NIOSH 5040 method.  One of these quartz filters 
collected particulate matter whereas the other was placed in the PEM underneath a Pall Fiberfilm 
(Teflon-coated glass fiber) filter and was used to measure a sampling artifact that affects the 
determination of particulate OC.  Quartz fiber filters adsorb gaseous organic compounds in 
addition to collect particulate OC. Therefore, when these filters are analyzed by TOA, the 
quantified OC overstates the particulate OC. This overestimation is known as the positive OC 
sampling artifact (Kirchstetter et al., 2001).  Since the Teflon filter does not significantly adsorb 
organic gases but does remove particles, the quartz filter behind the Teflon will only adsorb 
organic gases.  Therefore, the OC on the backup filter provides an estimate of the OC sampling 
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artifact associated with the quartz filter exposed to both particles and gases. Subtracting the OC 
mass on the backup filter from the OC mass on the exposed quartz filter provides a correction for 
this OC sampling artifact.  The third PEM filter from each site was analyzed at LBNL using the 
light attenuation and TOA method describe above. Wisconsin State Laboratory of Hygiene 
analyzed the fourth PEM filter for levoglucosan.  

6.3.1 Carbon Comparisons 
The bar chart below (Figure 6.2  Comparison of Total Carbon determined from NIOSH 

5040 and LBNL TOA method) shows the comparison between total carbon (TC) concentrations 
from the two TOA methods.  Here, TC is the sum of the EC and OC (without artifact removal) in 
each sample. The eight samples were taken over the course of two weekends at 4 different sites; 
samples 1-4 for one weekend and 5-8 for the following weekend.  Samples 1 and 5 were 
collected at one site; 2 and 6, 3 and 7, and 4 and 8 were all collected at the other 3 sites, 
respectively. All of the samples, except 4 and 8, were collected within 1 square mile of each 
other, while samples 4 and 8 were collected approximately 2 miles to the south.  

Total Carbon Comparison 
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Figure 6.2  Comparison of Total Carbon determined from NIOSH 5040 and LBNL TOA methods 
for 12 hour integrated filter samples collected at 4 different locations within Cambria, 
CA on 2 different days (samples 1 through 4 were collected on 3/7/09 and samples 5 
through 8 were collected on 3/13/09) 

The two methods produce comparable values in some cases but not in others, such as 
with sample 3. It is likely that these differences exist due to handling differences in the filters 
after collection which could have led to sorption or desorption of organic gases, since TOA 
measurements of samples had not originally been planned.  However in sample 3, the most likely 
cause is organic carbon contamination of the LBNL sample. Discounting sample number 3, the 
average LBNL TOA/NIOSH 5040 ratio was 1.4 ± 0.9 using a 95% confidence interval. 

The elemental (NIOSH 5040) and black carbon (LBNL TOA, ATN, and aethalometer) 
concentrations are shown in Figure 6.3.  On average, the LBNL TOA/NIOSH 5040 ratio was 
2.11 ± 0.67. This discrepancy illustrates the significant uncertainty associated with quantifying 
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black carbon concentrations, summarized by Watson et al. (2005). For example, black carbon 
has been found to be 3.3 times elemental carbon (r2 = 0.84) in one location and 2.7 (r2 = 0.6) in 
another (Jeong et al., 2004); and during a forest fire event, black carbon was only 30 to 35% of 
EC.  Even when comparing EC determined using the NIOSH 5040 and IMROVE TOA methods, 
the discrepancy can be large, with the IMRPOVE method typically reporting double the 
concentration of NIOSH 5040 (Chow et al., 2001).   

Black/Elemental Carbon Method Comparison 
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Figure 6.3  Comparison of black and elemental carbon concentrations for 12 hour integrated filter 
samples collected at 4 different locations within Cambria, CA on 2 different days 
(samples 1 through 4 were collected on 3/7/09 and samples 5 through 8 were collected 
on 3/13/09) 

For samples with a high organic fraction, as in wood smoke, black carbon concentrations 
have been reported 50 times greater than actual concentrations due to misidentification of 
organic carbon as black carbon (Novakov & Corrigan, 1995).  The organic fraction of wood 
smoke contains about 6-20% of refractory organic carbon compounds that have combustion 
temperatures close to black carbon, which may result in misidentification.  Moreover, the study 
found that in the presence of potassium and sodium, both of which are found in wood smoke, 
combustion temperatures of some organics and black carbon are indistinguishable.  Figure 6.3 
also compares the BC concentrations measured using three techniques: LBNL TOA, 
aethalometer, and LNBL light attenuation. The aethalometer was not present during the 
collection of samples 6 and 8.  These three measurements of BC agreed more closely than did the 
BC and EC measurements discussed above.  The LBNL TOA-BC/Aethalometer-BC ratio was 
1.21 ± 0.25 and the LBNL TOA-BC/LBNL ATN-BC ratio was 1.05 ± 0.30.   
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6.3.2 Levoglucosan Analysis 
Levoglucosan has been identified as a tracer for wood smoke because of its specificity to 

biomass combustion.  Levoglucosan is an abundant compound in the organic carbon fraction of 
wood smoke and can be detected even at low OC concentrations.  If levoglucosan emissions 
were a consistent fraction of total wood smoke PM or total wood smoke OC, then its role as a 
biomass tracer would be validated.  Figure 6.4 compares levoglucosan concentrations to organic 
carbon from NIOSH 5040 with and without subtracting the OC sampling artifact.  

Figure 6.4  Levoglucosan versus organic carbon fraction, with and without removal of the gaseous 
carbon artifact, for 12 hour integrated filter samples collected at 4 different locations 
within Cambria, CA on 2 different days 
The outlying points in the box and the points with the highest concentrations were not 
included in the linear regression 

A fairly linear relationship exists between levoglucosan and organic carbon for most of 
the samples, regardless of whether the organic artifact was removed or not.  The points in the 
box were removed from the regression line because of their influence as outliers.  The other 
extreme points to the far right of the graph were also removed because of their heavy leverage on 
the regression model.  Without artifact removal, levoglucosan represents 5.9 ± 3.7 % of the total 
organic carbon present, while with artifact removal, levoglucosan represents 28 ± 32 % organic 
carbon using a 95% confidence interval.  Yan et al. (2007) reported levoglucosan concentrations 
around 7% of total organic carbon from a prescribed wildfire episode, which is similar to the 
results found in this study. The variation after the OC artifact was removed was much greater, as 
shown by the much larger confidence interval.  From this data, it would appear that levoglucosan 
was a better predictor of organic carbon without artifact removal.  Unfortunately, there is a large 
gap in data between the extreme events and the lower range of concentrations, where the extreme 
event can heavily influences the slope of the regression.  In general, in the analysis for both 
organic and total carbon the predictor variable does not change much when extreme values are 
included.  For instance, the regression line for OC without artifact removal becomes 5.24x + 2.2 
when all points are included.  However, although the slope is only slightly affected, the fit of the 
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line falls to an R2 of 0.63.  In this study, the NIOSH method was chosen instead of the 
IMPROVE method.  Comparisons using the IMPROVE analytical method would be expected to 
show different slopes, due to the differences in the temperature profiles used. 

Figure 6.5 shows the relationship between total carbon and levoglucosan.  The graph 
looks nearly identical to Figure 6.4 because of the comparatively low elemental to organic 
carbon ratios and the relatively stable fractions of elemental carbon to total carbon in each 
sample.  Although this leads to a very similar looking graph, the slopes are a little bit larger in 
Figure 6.5, indicating a smaller overall fraction of levoglucosan to total carbon.  Without artifact 
removal, levoglucosan represents 5.4 ± 3.1% of total carbon, while with artifact removal, 
levoglucosan represents 16 ± 10 % of total carbon using a 95% confidence interval.  While the 
percentages in the samples without artifact removal did not significantly change from organic 
carbon to total carbon, there was a significant reduction from organic carbon to total carbon 
percentage of levoglucosan with artifact removal.  This was due to a few samples with elemental 
carbon concentrations nearing that of organic carbon after artifact removal.  The highest 
concentrations of OC and TC in Figure 6.4 and Figure 6.5, respectively, correspond to Sample 
2. Sample 2 exhibited high levels of TC, OC, BC (by four different methods), and 
levoglucosan.  The absorption angstrom exponent was lowest and the EC/TC was highest for this 
sample (Table 6.1). Based on the AAE and the EC/TC ratio, Sample 2 is more representative of 
black carbon dominated aerosols, such as emitted from a diesel vehicle, rather than biomass 
aerosols.  However the presence of high levels of levoglucosan suggests the presence of wood 
smoke.  The reason that Sample 2 is so different from the other samples is unclear, although 
there may be significant influence from a nearby source.  The sample was collected on the same 
day as Samples 1, 3, and 4 and was collected at the same location as sample 5, but on a different 
day.  

Figure 6.5  The fraction of total carbon represented by levoglucosan, with and without removal of 
the gaseous carbon artifact, for 12 hour integrated filter samples collected at 4 different 
locations within Cambria, CA on 2 different days 
The outlying points in the box and the points with the highest concentrations were not 
included in the linear regression. 
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The trend between levoglucosan and elemental/black carbon concentrations appears to be 
generally good with high R2 values, as shown in Figure 6.6.  However, the trend lines are highly 
influenced by the one measurement with significantly higher concentrations (Sample 2).  If 
Sample 2 is removed from the comparison in Figure 6.5 the R2 values for all trend lines drop to 
less than 0.5.  This poorer fit may be due to variations in the composition of the wood smoke 
concentrations for the other samples.  If there were multiple samples at higher concentrations 
then this variability might be evident in higher concentration samples too.  The correlation 
between levoglucosan and the organic fraction may be expected to be better than the correlation 
between levoglucosan and the non-organic carbon fraction. Since levoglucosan is part of the 
organic fraction of wood smoke, burning conditions that lead to an increase in levoglucosan may 
also increase the emission rate of other organic particles in the smoke, leading to an overall 
increase in OC. However, conditions that favor organic particle formation will not favor BC and 
EC formation.   
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Figure 6.6  Comparison of BC and EC concentrations to levoglucosan for 12 hour integrated filter 
samples collected at 4 different locations within Cambria, CA on 2 different days 

6.3.3 Spectral dependence of light absorption 
Biomass smoke contains light-absorbing organic carbon in addition to light-absorbing 

black carbon.  Unlike black carbon, which absorbs light broadly over the solar spectrum, the 
organic carbon in biomass smoke absorbs light much more strongly in the blue and near 
ultraviolet spectral region.  Consequently the light absorption of biomass smoke exhibits a strong 
spectral dependence (Kirchstetter et al., 2004). 

In this study, an overwhelming majority of the samples displayed a strong spectral 
dependence on light absorption, as exemplified in Figure 6.7.  The short dashed line represents 
the light attenuation of Sample 1 over the range of 350 to 600 nm, which increases with 
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decreasing wavelength.  The high AAE value for this sample (2.5) indicates the presence of light 
absorbing organic carbon typical of biomass smoke. The long dashed line is included in Figure 
6.7 to show how much of the total sample attenuation is due to black carbon. This line is 
extrapolated from the sample’s attenuation at 880 nm using the power law and assuming an AAE 
of 1.1, a typical value for black carbon (Kirchstetter et al., 2004; Schnaiter et al., 2003).  
Therefore, the sample attenuation above the long dashed line is due to organic carbon as opposed 
to black carbon. 

For biomass smoke, an AAE of around 2 is generally observed.  The exponents for each 
sample from the methods comparison are listed in Table 6.1.  The spectral selectivity of all but 
one sample, Sample 2, resembled wood smoke rather than traffic-derived aerosols, which 
typically exhibit AAE values of about 1.  The low AAE value of Sample 2 is consistent with the 
high EC/TC ratio for the sample.  The EC/TC ratio of Sample 2 was double the next highest 
EC/TC ratio. The high ratio along with the spectral data suggests that Sample 2 was influenced 
by motor vehicle exhaust.   

The spectral variation in attenuation was generally greater than predicted by the power 
law fit to the data when a wide wavelength region was considered.  Restricting the fit to 
wavelengths less than 600 nm resulted in an improved fit for most samples. 
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Figure 6.7  The light attenuation of sample 1 collected in Cambria, CA on 3/7/09 (short dashes), and 
the portion of the attenuation attributed to black carbon (long dashes) 
Curves determined by extrapolating from the sample attenuation at 880 nm and assuming an 
AAE of black carbon of 1.1. The solid line is the best-fit power law regression for Sample 1 

At wavelengths greater than 600 nm, there was little to no difference in attenuation 
between the sample and that expected for black carbon.  However, at wavelengths less than 
600 nm, the sample attenuation diverges rapidly from that expected for black carbon.  This 
implies that black carbon is the dominant light absorbing species at wavelengths greater than 
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600 nm. At wavelengths less than 600 nm, however, the organic carbon in the sample absorbs a 
significant amount of light. One group of organic compounds that are present in biomass burning 
aerosols and absorb light at short wavelengths are humic-like substances (HULIS), which have 
been found in isolated form to have AAE values near 6 and 7 (Hoffer et al., 2006). 

In Figure 6.8, the absorbance due to organic carbon is illustrated by the total attenuation 
in the sample less the attenuation in the BC equivalent line, or ATNOC = ATNT - ATNBC. 
This figure illustrates what was observed for other samples, with exception of sample 2, that at 
wavelengths below about 450 nm, the amount of light OC absorbs is comparable to or greater 
than the amount of light BC absorbs. The reason is that these wood smoke samples contained 
much more OC than BC. 

Based on the AAE and the EC/TC ratio, sample 2 is more representative of black carbon 
dominated aerosols, such as emitted from a diesel vehicle, rather than biomass aerosols.  Hence, 
the attenuation difference between the black carbon equivalent line and sample line was small 
compared to the amount of OC present in the sample. 

Table 6.1 Absorption Ångström Exponent for each sample determined from a best-fit power law 
regression over two spectral regions and corresponding sample EC/TC ratio for 12 
hour integrated filter samples collected at 4 different locations within Cambria, CA on 
2 different days (samples 1 through 4 were collected on 3/7/09 and samples 5 through 8 
were collected on 3/13/09) 

Sample # Ångström Exponent 
Best Fit 350-1000 nm 

Ångström 
Best Fit 350-

600nm 

NIOSH 4050 
EC/TC Ratio 

(artifact corrected) 

1 

2 

3 

4 

5 

6 

7 

8 

2.0 

1.1 

1.7 

1.9 

1.7 

1.5 

1.7 

1.8 

2.5 

1.3 

2.5 

2.6 

2.3 

2.1 

2.3 

2.4 

0.02 

0.23 

0.16 

0.09 

0.30 

0.09 

0.64 

0.12 
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Spectral Dependence on Sample 3 in Cambria, CA 
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Figure 6.8 Light attenuation of a sample collected in Cambria, CA on 3/7/09 (short dashes line) 
showing the amount of attenuation due to black carbon based on the extrapolation from 
the sample attenuation at 880 nm and assuming an AAE of black carbon of 1.1.  The 
solid line is the best-fit power law regression for Sample 3 

6.4 Comparison of Methods with PM2.5 

Although measurement of PM mass was beyond the original scope of work, the study 
took advantage of an opportunity which arose to perform limited PM2.5 filter measurements 
during the method comparison runs. A battery operated  mini-vol sampler or FRM sampler was 
placed at each method comparison site, however 2 of the 8 runs yielded unusable data due to 
equipment problems. Results from the six PM2.5 samples are show in Figure 6.9 by date 
sampled.  Samples 3 and 7 were taken in the same location on different days, as were samples 4 
and 8. Concentrations were higher at all sampling locations on the second day than on the first 
and concentration variation was similar on the two days, but as a fraction of the sample average 
concentration, the concentration variation was lower on the second day. 
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Figure 6.9  PM2.5 concentrations for 12 hour integrated filter samples collected using mini vol 
samplers at 4 different locations within Cambria, CA on 2 different days (samples 1, 3, 
and 4 were collected on 3/7/09 and samples 6 through 8 were collected on 3/13/09) Two 
pairs of samples, 3 & 7 and 4 & 8, were collected at the same locations, respectively, on 
different days. 

Figure 6.10 compares the concentrations for levoglucosan, EC (NIOSH), BC (LBNL 
TOA), BC (ATN), and BC integrated from aethalometer measurements with corresponding 
PM2.5 concentrations.  A notable feature of the graph is that all measurement methods show 
considerable variability in the percentage of PM2.5 represented.  This is particularly important in 
this application since almost all of the ambient PM2.5 in this region is expected to be wood 
smoke.  Therefore, if wood smoke concentrations were to be estimated from one of these 
methods there would be significant uncertainty in the outcome.  For example, levoglucosan 
ranges from 0.6% to 3.7% of the sample, so 1µg/m3 of levoglucosan could result from a PM2.5 
wood smoke concentration between 30 and 170 µg/m3. Although the NIOSH method was used 
instead of the IMPROVE method to determine EC concentrations, it is expected that the results 
would be similar if IMPROVE had been used since the variability appears to be due more to 
changes in the wood smoke composition than inaccuracies of the analytical method chosen. 

In addition to general variability, there is a trend for all methods to represent a smaller 
fraction of total PM2.5 on the second sampling day (samples 6, 7, and 8).  This is particularly true 
for sample 6, which for all methods had the lowest percentage of any sample (aethalometer BC 
data is not available to compare with PM sample 6).  However, the PM2.5 concentration was 
similar at each location (samples 6, 7, and 8) on the same day.  The difference between the two 
days is illustrated in Figure 6.11 with PM2.5 represented by the wide black bars in the 
background with the other concentrations superimposed on top of them.  Although PM2.5 
concentrations were higher on the second day, levoglucosan and EC concentrations were lower. 
BC concentrations were higher on day two than day one, but still did rise in proportion with 
PM2.5 concentrations.   
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Figure 6.10  Results for levoglucosan, EC, and BC as a percentage of the PM2.5 concentration at 12 
hour integrated filter concentrations for each sample.  Samples 1, 3 and 4 were collected 
on 7 March 2009. Samples 6, 7, and 8 were collected on 13 March 2009. Two pairs of 
samples, 3 & 7 and 4 & 8, were collected at the same locations, respectively, on different 
days. 
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Figure 6.11  Concentrations for BC, EC, levoglucosan, and PM2.5 averaged over all of the 12 hour 
integrated filter sampling periods for which PM2.5 samples were obtained (samples 1, 3, 
and 4 on 3/7/09 and samples 6, 7, and 8 on 3/13/09).  The wide bars represent PM2.5 . 
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7 Variability of Outdoor Wood Smoke Concentrations 
The main portion of the study was devoted to investigating the variability of black carbon 

(BC) concentration within the study area. The field study consisted of 15 intensive operation 
periods (IOP) over the course of two winter seasons (2009 and 2010). An IOP refers to a 12 hour 
sampling period where BC was collected throughout the study area using a combination of 
aethalometers and integrated filter measurements. Due to the project objective of determining 
the near-field contribution of wood smoke sources, a twelve hour sampling period was preferable 
to a twenty four hour sample since wood burning occurred primarily between 5 or 6 pm and 5 or 
6 am. IOP nights were chosen based on favorable meteorological forecasts. Ideal IOP weather 
included a combination of low temperatures (to encourage wood burning), moderate to low wind 
speeds (to reduce dispersion), inversions (to reduce vertical dispersion), and dry weather (to 
eliminate precipitation scavenging and prevent filter moisture). The original proposal specified 
10 IOPs over a single winter season, however contracting delays and a State of California Stop-
Work-Order made it impossible to conduct 10 IOPs during the first sampling season, requiring 
sampling during a second winter season. The project was able to conduct five additional IOPs 
during the second sampling season due to the favorable conditions at the Cambria, CA study 
area. Indoor measurements were only collected during the first sampling season.  For the second 
sampling season, the filter samplers that had been deployed indoors were reallocated to the 
outdoor sampling array to improve spatial coverage. 

7.1 Methods 
Each intensive operation periods (IOP) required instrument and equipment preparation 

and placement, wood burning source identification, and equipment and instrument pickup.  
Black carbon (BC) measurements were performed using both integrated filter samples and real 
time aethalometer measurements. In addition, local meteorological data was supplemented with 
instruments placed within the study area for some IOPs. 

Filter samples were collected using SKC Inc. Model 200 Personal Environmental 
Monitors (PEMs) with PM2.5 size selection. A mask containing a 2 cm opening was used to 
decrease the deposit area and thus increase measurement sensitivity. The Model 200 PEM is 
designed to operate at a 10 L/min flow rate. Leland Legacy flow-controlled pumps (SKC Inc.) 
were used to achieve the desired flow rate.  The pumps were calibrated using a Model DC-HC-1 
Bios DryCal DC-2 calibrator.  To protect the pumps and decrease noise disturbance in the 
neighborhood, the pumps were placed inside of a plastic container surrounded by pieces of foam 
during sampling. PEM were placed either on top of or near the housing depending on the 
sampling location, as shown in Figure 7.1. For each IOP, all SKC pumps were programmed to 
run for 12 hours either between 6 p.m. and 6 a.m. or 5 p.m. and 5 a.m., depending on when 
sunset occurred. The twelve hour sampling period was chosen to coincide with the hours where 
wood burning is most prevalent and exclude daytime hours where burning is not prevalent and 
other aerosol sources are more dominant.  After collection, samples were analyzed using light 
attenuation methods. 

The original proposal anticipated a study area with a significant number of interfering 
sources for both black carbon and organic carbon.  Consequently, in the initial analytical plan it 
was anticipated that analysis of the absorption spectrum would be required to determine the 
fraction of the overall particle loading that could be attributed to wood smoke emissions. 
However, the study area selected had no significant interfering sources. As shown in Sections 6.3 
and 6.4, spectral analysis indicated that wood smoke was the dominant particle source and that 
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black carbon concentration performed as well as any of the other surrogate measurements of 
wood smoke particle concentration.  As a result, the analysis of the variability of wood smoke 
concentrations within the study area has been performed using black carbon (BC) concentrations 
to represent the amount of wood smoke at the sampling locations. 

BC measurements were performed using Magee Scientific aethalometers at 1- or 2-
minute time resolution. Of the four different aethalometers used in this study, one was multi-
wavelength, measuring light attenuation at 370, 470, 520, 590, 660, 880, and 950 nm and three 
were dual wavelength, measuring light attenuation at 370 and 880 nm. Aethalometers were co-
located with a PEM and placed outside of the homes of volunteers in locations where they would 
not be disturbed and where an outdoor power source was available. The original sampling plan 
specified one mobile aethalometer driven around within the study area.  However, due to the 
large temporal fluctuations in concentration, data from the mobile aethalometer was not useful 
and its deployment was discontinued during the site selection screening processs. 

It is important to note that due to the algorithm used in the aethalometer, extremely low 
BC concentrations can be read as negative values.  This has been attributed to desorption of 
organic vapors from the filter surface as relatively clean air passes through the aethalometer. 
This desorption results in a decrease of UV absorbing material, which is then interpreted as a 
negative value in the aethalometer algorithm (Hansen, 2005).  To correct for negative BC 
readings, the lowest detection limit (LDL) was used to replace each negative value.  In 
accordance with the aethalometer manual, the LDL was calculated assuming 1 ng noise per 20 
liters air flow (Hansen, 2005). 

For this study, the aethalometers were calibrated by adjusting their internal calibration 
values, σSG, to more precisely represent one another.  Aethalometers were simultaneously run 
side-by-side over a period of 24 hours once early in the winter sampling period and then a 
second time after sampling was completed.  The multi-wavelength aethalometer was not tested 
after sampling completion because the aethalometer filter tape was unexpectedly used up and 
changing the tape may have changed calibrated σSG values.  Determined σSG values for winter 
2010 demonstrated a percent difference from between 17 and 31 percent in comparison to values 
for winter 2009.  The difference in instrument response between 2009 and 2010 may have been 
due to drift in the calibration of the internal flow meters or other factors such as relative 
humidity. 

For each side-by-side aethalometer run, the σSG values for each aethalometer was 
reduced or increased over one time interval of measured BC concentrations to achieve the 
average BC concentration of all aethalometer BC readings.  The σSG values were then applied to 
the second time interval of BC concentrations and a statistical Analysis of Variance (ANOVA) 
conducted in Minitab on the adjusted readings in the second time interval to determine whether 
significant differences existed between the different aethalometers.  The ANOVA test evaluates 
whether or not significant differences exist under the assumption that the responses, or measured 
BC concentrations in this case, are independent from one another, are normally distributed, and 
that the samples from each machine have equal standard deviations.  Based on probability 
distributions, the ANOVA test determines whether the mean response for each machine deviates 
enough from the mean response of all machines to be considered different.  If differences were 
found based on the ANOVA test, σSG was adjusted until the test indicated no statistical 
difference between machines. σSG values  were only adjusted using time segments where all 
machines were similar in concentration-trends.  Selecting only segments displaying the same 
behavior eliminates influences of readings that deviated significantly from the others.  BC 
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readings were averaged over ten minutes to reduce noise in the calibration.  Values for σSG 
determined for the two simultaneous runs were averaged and used for the study readings. 

Figure 7.1 Personal Environmental Monitor (PEM) shown deployed on top of the protective 
housing with the sampling pump and sound proofing material inside. 

The original proposal called for 3 to 5 sonic anemometers to be deployed within the study 
area to determine wind speed and direction. However, delays in the contracting process and the 
State of California Stop-Work-Order which occurred at the beginning of the project delayed the 
field deployment so that these units were no longer available. Local weather stations deployed by 
other entities (weather underground and fire department stations) were used to collect the needed 
meteorological data.  In addition, two meteorological instruments were deployed for some of the 
IOPs during this study: an EBAM weather station and an ultrasonic anemometer.  The Met One 
Instruments, Inc. E-BAM (Beta Attenuation Monitor) 9800 Rev K, borrowed from the San Luis 
Obispo Air Pollution Control District (SLO APCD) was used to measure PM10 and 
meteorological parameters.  The E-BAM was operated using the standard PM10 measurement 
mode, which uses a flow rate of 16.7 L/min, and PM10 measurements were taking at 10 minute 
and 1 hour intervals.  Wind speed and direction were measured using a wind combination sensor 
Model 034B mounted on the E-BAM; the ambient temperature sensor has a range between -50 
and 50°C with an accuracy of 0.1°C; and the Model EX-593 relative humidity sensor has a range 
between 0 and 100 percent with an accuracy of 3 percent (Met One Instruments, Inc., 2001). 
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For this study, the E-BAM recorded meteorological data at the Cambria California 
Department of Fire (CDF) station at an elevation of 227 feet within a field approximately with 
adequate clearance on 3 sides and about 30 feet away from the closest trees and fences on the 
fourth side.  While the Met One Instruments, Inc. manual (2001) recommends placement at least 
20 meters from the drip line of trees, due to particle deposition on tree surfaces, such a large 
amount of space was unavailable within the study area.  Before operation, the E-BAM was flow 
and leak checked, the temperature was compared to an external thermometer, and the E-BAM 
was properly aligned. Because the E-BAM is capable of withstanding even rainy conditions, the 
E-BAM was left to run during and in between IOPs, starting with IOP 4b.  Although 
meteorological data was recorded for the last seven IOPs, and instrument error occurred during 
IOP 9b which prevented PM10 measurements. 

Additional meteorological data was collected using a Young Model 81000 Ultrasonic 
Anemometer which was used to measure meteorological data within the study area during IOPs 
8b, 9b, and 10b.  The ultrasonic anemometer is capable of high resolution readings, up to 32 Hz 
and its wind speed threshold is 0.2 m/s (any lower wind speeds are read as 0 m/s).  Wind speed 
accuracy between 0 and 30 m/s is ± 0.05 m/s and wind direction between 1 and 30 m/s is ±2°.  
The ultrasonic anemometer tracks temperature ranges between -50 and 50°C to correct for wake 
effects caused by the anemometer structure and agrees with ambient temperature within 2°C. 
For this reason, the anemometer temperature was used as a proxy for ambient temperature. 

During the IOPs, the anemometer was placed in the backyard of a Cambria resident at an 
elevation of 207 feet approximately 5 feet away from any obstructions.  While fewer 
obstructions would have been preferred; options were limited based on the configuration of the 
yard.  Before operation, the anemometer was aligned with true north and the temperature was 
compared to a thermometer.  The sonic anemometer was run during three of the nine IOPs (8b-
10b) taking measurements 4 times each second.  The ultrasonic anemometer was co-located with 
an aethalometer and a PEM. 

In addition to the meteorological data collected at the sampling sites, statistical and 
dispersion modeling analyses also used data collected from existing stations near the study area.  
Cambria weather data was available through the Weather Underground website which provides 
free historical and real-time weather data in both national and international locations.  In addition 
to providing meteorological data from its own stations, Weather Underground’s Personal 
Weather Station (PWS) project allows any resident, organization, or business to contribute 
meteorological measurements in their area to the Weather Underground website.  While PWSs 
are typically not certified, Weather Underground provides free meteorological archives. 

PEMs, aethalometers, and meteorological instruments were distributed as evenly as 
possible over the whole the study area.  Sampling locations were restricted to volunteers’ homes 
and locations where the PEMs would be less likely disturbed.  The sample arrangement from 
IOP 7b is displayed in Figure 7.2. The original proposal also specified collecting filter samples at 
the nearest regional monitoring stations, however there are no APCD monitoring stations within 
the Cambria area. Table 7.1 below summarizes sampling period date and time, number of PEMs 
and aethalometers deployed, and meteorological instruments used. 

26 



 

   
        

   

   
  

   

  
    

   
  

  

   

 
 

Figure 7.2 Sampler arrangement for IOP 7b showing locations of 12 hour integrated filter 
samplers (PEMs) and aethalometers within the Cambria, CA study area. 

The identification of wood burning sources was conducted using a Fluke Ti25 Thermal 
Imager.  The Fluke Ti25 can measure the temperature of objects ranging from -4°F to 662°F 
within accuracy of ±2°C or 2% and capture thermal images. To identify wood burning sources, 
the Fluke Ti25 was used to determine chimney temperature.  Chimney temperatures detected 
above 75°F were considered to be burning wood and images of burning sources were captured.  
A sample image from IOP 3b taken on January 30th is displayed in Figure 7.3. 

7.2 Summary of Intensive Operational Periods 
Several statistical analyses were conducted to understand BC variability and interactions 

with meteorology and site characteristics.  BC variability was observed through averages, 
medians, and standard deviations at each sampling location, between sampling locations, and 
between IOPs.  Spatial variability between meteorological data at different sites was observed 
through averages, medians, and standard deviations for wind speeds, wind directions, 
temperature, and humidity. 
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Figure 7.3  Sample infrared camera image showing the chimney base at 48.8°F with a peak 
temperature of approximately 130°F at the spark arrestor on top of the chimney 

7.3 Variability of Real Time Measurements 
BC variability was determined for each IOP using 30 minute averaged aethalometer 

readings. Table 7.2 details the average, median, and standard deviation these BC concentrations 
over each IOP.  In general, the variability within IOPs increases when average black carbon 
concentrations are elevated and decreases at lower concentrations.  The temporal and spatial 
variability can be seen in the aethalometer BC concentrations versus time graph for IOP 7b 
shown in Figure 7.4 for the different aethalometer locations shown in Figure 7.5.  This graph 
indicates that at each location there is a significant temporal variation in concentration at all 
locations and a significant spatial variation during the early evening hours when concentrations 
are higher. Comparison of IOPs 5b through 9b, all containing the same number of aethalometers, 
in Table 7.2, indicates that although the number of aethalometers in operation may affect the 
magnitude of the standard deviation since averaging BC at more sites increases the spatial 
variability captured by the statistic, it is not the dominate consideration.  Spatial variability likely 
accounts for a smaller portion of the standard deviation, because typical differences in BC 
concentration between locations are much smaller than the differences between the highest and 
lowest BC concentrations measured at a single location.  This effect can also been seen when 
analyzing the data collected every minute. For one minute BC concentrations over all IOPs the 
standard deviation was much larger, 2,640 ng/m3, than for the 30 minute data, 438 ng/m3. The 
high standard deviation in the data is likely the result of turbulent fluctuations when the source is 
near the receptor, but also includes the effect of higher measurement noise in the one minute 
readings. 
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Table 7.1 Summary of instruments deployment and sampling times of Intensive Operational 
Periods (IOPs) for the field study conducted in Cambria, CA. 

IOP Date Sample 
Time 

Number of 
Outdoor 

PEMs 

Number of 
Outdoor 

Aethalometer 
s 

Meteorological Data 
(Yes=y, No=n) 

EBAM Ultrasonic 

Winter 2009 

1a Jan 31 -
Feb 1 

6 PM - 6 
AM 9 2 n n 

2a Feb 18 -
Feb 19 

6 PM - 6 
AM 11 2 n n 

3a Feb 26 -
Feb 27 

6 PM - 6 
AM 8 1 n n 

4a Feb 27 -
Feb 28 

6 PM - 6 
AM 11 2 n n 

7a* Mar 15 -
Mar 16 

6 PM - 6 
AM 12 1 n n 

8a* Mar 20 -
Mar 21 

6 PM - 6 
AM 12 2 n n 

Winter 2010 

2b Jan 23 -
Jan 24 

6 PM - 6 
AM 11 3 n n 

3b Jan 30 -
Jan 31 

6 PM - 6 
AM 16 3 n n 

4b Feb 13 -
Feb 14 

5 PM - 5 
AM 15 3 y n 

5b Feb 28-
Mar 1 

5 PM - 5 
AM 15 4 y n 

6b Mar 4 -
Mar 5 

5 PM - 5 
AM 14 4 y n 

7b Mar 11 -
Mar 12 

5 PM - 5 
AM 15 4 y n 

8b Mar 15 -
Mar 16 

6 PM - 6 
AM 15 4 y y 

9b Apr 3 -
Apr 4 

6 PM - 6 
AM 15 4 y y 

10b Apr 23 -
Apr 24 

6 PM - 6 
AM 15 3 y y 

*These IOPs were not included in some results and analyses due to a high prevalence of PEM BC concentrations 
lower than the detection limit. 

Over the course of the study, aethalometers were placed at five different locations, 
labeled A through E in Figure 7.5. Variability by sampling site across all IOPs is displayed in 
Table 7.3 and Figure 7.6 based on aethalometer black carbon measurements averaged over 30 
minutes.  The highest BC average and standard deviation were observed at site B where the 
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highest BC concentrations were also detected. However, the median at B was similar to the 
medians at other sites. This difference is due to the fact that the average for site B is highly 
influenced by data from IOPs 4b and 5b when a home adjacent to the site was burning and 
influence from this source created very high concentrations. The average and median 
concentration for sites A, C, and D were fairly similar, while the median concentration at site E 
was lower. Standard deviations were also fairly similar with the clear exception of site B and a 
slightly higher standard deviation for site A.  

Table 7.2 Aethalometer black carbon (BC) concentrations averages and variability for 12 hour 
sampling periods over thirteen Intensive Operational Periods (IOPs) conducted in 
Cambria, CA during the winters of 2009 and 2010. 
Statistics are based on 30 min averaged BC concentrations measured during each IOP 

IOP # 

Number of 
Outdoor 

Aethalometers 
in Operation 

Average 
(ng/m3) 

Median 
(ng/m3) 

Max 
(ng/m3) 

Min 
(ng/m3) 

Standard 
Deviation 
(ng/m3) 

1a 2 385 359 902 238 132 

2a 2 110 69 397 32 88 

3a 1 54 32 139 14 42 

4a 2 137 99 883 7 191 

2b 3 141 125 298 77 47 

3b 3 184 91 1060 4 245 

4b 3 626 237 16720 13 1996 

5b 4 511 194 18160 7 1843 

6b 4 167 77 1063 7 227 

7b 4 151 131 896 4 99 

8b 4 141 82 2006 7 252 

9b 4 192 100 4134 4 461 

10b 3 144 123 553 87 62 
Average 226 132 3630 38 438 
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Table 7.3 Black carbon (BC) concentrations averaged by sampling location for all IOPs using 30 
minute averaged aethalometer data.  Note: Aethalometers were not deployed at all 
locations for every IOP 

Site Cases 
Average 
(ng/m3) 

Median 
(ng/m3) 

Std 
Dev 

A 11 214 144 228 
B 10 381 125 1632 
C 6 157 112 169 
D 9 175 126 168 
E 3 128 50 151 

Average 211 111 470 

Figure 7.4  30 minute average aethalometer black carbon concentrations at 4 locations within the 
study area, as shown in Figure 7.5, during IOP 7b (collected from 5 p.m. 3/11/10 to 
5 a.m. 3/12/10) 
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Figure 7.5 Aethalometer sampling locations used during the Intensive Operational Periods (IOPs). 

Note: Aethalometers were not deployed at all locations during every IOP. 
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Figure 7.6  Box plot comparing aethalometer black carbon (BC) concentrations between sites, as 
shown in Figure 7.5, over all IOPs.  Note: Aethalometers were not deployed at all 
locations during every IOP. 

Boxes denote the 1st and 3rd quartile and median value for all concentrations.  The 
whiskers indicate the maximum and minimum values. 

7.4 Variability of Filter BC Measurements 
During each IOP, between 8 and 16 Personal Environmental Monitors (PEMs) 

successfully collected 12 hour outdoor filter samples within the study area. These filters were 
subsequently analyzed using light attenuation and the results were used to determine black 
carbon (BC) concentration, as well AAE values.  Figure 7.7 shows all of the PEM sampling 
locations used during the study. Not all sites were used for all IOPs. Although PEM locations 
were kept as consistent as possible between IOPs, location changes occurred between sampling 
seasons and sites sometimes shifted due to access issues. 
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Figure 7.7  Labels for all PEM sample locations used during the study.  Only a subset of these 
locations was used for each Intensive Operational Period (IOP). Location 
symbols are coded to assist with grouping of results. 

The average PEM BC concentration over all locations and IOPs was 224 ng/m3with a 
standard deviation of 262 ng/m3. IOPs 7a and 8a were excluded from most analyses due to the 
high number of samples below the detection limit.  The low concentrations during these runs are 
attributed to higher wind speeds and wind gust speeds during the early evening when sources 
were active and the lack of an inversion during IOP8a. Table 7.4 summarizes PEM BC averages, 
medians, and standard deviations by IOP. 

Figure 7.8 shows box plots for each IOP, illustrating that PEM concentrations tended to 
vary widely between sites for a single IOP with most concentrations much lower than the 
maximum concentrations for each IOP. 

Figure 7.9 shows PEM BC concentrations for all sites and IOPs.  Although there is a high 
degree of concentration variability between sites, there is also a general tendency for some sites 
to have higher concentrations than others.  In addition to general variability, a small subset of 
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samples exhibit concentrations that are much higher than any other samples during that IOP.  It 
is expected that these very high concentrations are strongly influenced by a single nearby source 
impinging onto the sampler. A general concentration trend can be seen more clearly when 
concentrations for all IOPs are averaged by site (Figure 7.10). In general, samples taken nearer 
the northeastern edge of the study area tended to have lower concentrations than those in the 
southwestern portion of the study area.  There are several topographic differences between the 
two areas which could contribute to the observed differences. For instance, the northeastern 
portion has more tree coverage, lower housing/source density, and a higher elevation than the 
southwestern area.  A potentially more important factor is that the winds most often entered the 
study area from the north or east during the IOPs.  Consequently, black carbon from sources 
within the study area would be expected to increase in concentration within the air mass as the 
relatively clean entering air encountered sources within the study area.  This gradient in 
concentration is apparent in several of the IOPs, such as IOP 3b shown in Figure 7.11.  However, 
this trend was not always consistent and for some IOPs, such as IOP 1 shown in Figure 7.12 , 
there was no concentration gradient.  By visual inspection, for the 15 IOPs in this study, 6 
showed a concentration gradient with concentrations generally increasing for locations toward 
the southwestern portion of the study area, 3 showed a slight but inconsistent concentration 
gradient, 4 showed no perceptible concentration pattern, and 2 had concentrations too low to 
determine if a pattern existed. 
Table 7.4 Black carbon concentrations for 12 hour PEM filter samples averaged by Intensive 

Operational Period (IOP) 

IOP 

Number of 
PEMs in 

Operation 

Number 
of 

Sources 
Detected 

Average 
(ng/m3) 

Median 
(ng/m3) 

Standard 
Deviation 

1a 9 5 371 343 60 
2a 11 7 165 86 223 
3a 8 5 82 76 32 
4a 11 9 308 262 185 
7a* 16 11 60 30 36 
8a* 12 10 33 30 6.7 
2b 11 18 82 30 86 
3b 16 15 203 181 168 
4b 15 7 330 281 214 
5b 15 8 441 273 651 
6b 14 10 220 174 183 
7b 15 14 272 159 251 
8b 15 7 187 154 111 
9b 15 5 136 119 48 
10b 15 12 81 88 47 

Average** 221 171 174 
*These IOPs were not included in analyses due to a high prevalence of PEM BC concentrations lower than the 
detection limit. Average concentrations listed in this table assume values lower than the detection limit to be 
the average of a zero concentration and the detection limit (60.5 ng/m3), or 30.2 ng/m3. 

**IOP 7a and 8a are excluded. 
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Figure 7.8  Box plots showing black carbon concentrations for 12 hour PEM filter samples by 
Intensive Operational Period (IOP) 
Box plots denote 1st quartile, median, and 3rd quartile values.  The whiskers indicate the 
maximum and minimum values 
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Figure 7.9  Black carbon concentrations for 12 hour PEM 2.5 filters samples by location and Intensive Operational Period (IOP). 
Sampling locations names are shown in Figure 7.7.  Note that the concentration for E1 IOP5b exceeds the graph limits and 
equals 2790 ng/m3 
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Figure 7.10  Average 12 hour PEM filter black carbon concentration averaged by sampling location for all IOPs. Section symbols match 
markers on Figure 7.7. 

Note: IOPs 7a and 8a were excluded due to a high number of samples below the detection limit. Not all sites were used for all IOPs. 
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Aeth Loc A: 
198 ng/m3 

Aeth Loc D: 
106 ng/m3PEM BC: 

450 ng/m3 

PEM BC: 
LOD 

PEM BC: 
140ng/m3 

Aeth Loc B: 
225 ng/m3 

PEM BC: 
LOD 

PEM BC: 
LOD 

PEM BC: 
240ng/m3 

PEM BC: 
190 ng/m3 

PEM BC: 
240ng/m3 

0 to 50 

50 to 100 

100 to 150 

150 to 200 

PEM BC: 
130ng/m3 

PEM BC: 
200 ng/m3 

200 to 300 

300 to 500 

above 500 
PEM BC: 
LOD 

PEM BC: 
190 ng/m3 

PEM BC: 
120 ng/m3 

PEM BC: 
540 ng/m3 

PEM BC: 
170 ng/m3 

PEM BC: 
530 ng/m3 

Figure 7.11 12 hour PEM filter and 12 hour average aethalometer black carbon PEM 2.5 
concentrations (ng/m3) for IOP 3b collected from 6 p.m. 1/30/10 to 6 a.m. 1/31/10. 
Results have been shaded by concentration, using the schematic in the upper left, to 
aid in visualization. Arrows represent average wind speeds and directions for two 
local meteorological stations. Flame icon denotes location of a detected burning 
source 
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above 500 

Figure 7.12 12 hour PEM filter and 12 hour average aethalometer black carbon PEM 2.5 
concentrations (ng/m3) for IOP 1a collected from 6 p.m. 1/31/09 to 6 a.m. 2/1/09.  Results 
have been shaded by concentration, using the schematic in the upper left, to aid in 
visualization.  Arrows represent average wind speeds and directions for two local 
meteorological stations. Flame icon denotes location of a detected burning source 

7.5 Variability of 12-hr Integrated Ångström Absorption Exponent 
The distribution of AAE values determined by light-transmission analysis of particulate 

matter samples collected on quartz filters during this study is shown in Figure 7.13.  In both 
years of the study, most particulate matter samples exhibited AAE values larger than 1. AAE 
values were greater than 1.25 for 88 and 96% of samples in 2010 and 2009, respectively. As 
discussed above, AAE values larger than 1 indicate the presence of light absorbing organic 
carbon.  The likely source of this light absorbing organic carbon is wood smoke.  Therefore, it 
can be concluded that wood smoke was a dominant source of the particulate matter in Cambria 
during this study.   
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Figure 7.13  D
istribution of A

bsorption Å
ngström

 E
xponents (A

A
E

) of particulate m
atter sam

ples 
collected in 2009 and 2010. A

A
E

 values are based on statistical regression of light 
transm

ission m
easurem

ents of sam
ples over the 350-700 nm

 spectrum
 

A
A

E values ranged from
 slightly less than 1 to nearly 4.  This w

ide range m
ay be the 

result of the variability in the optical (and chem
ical) properties of particles in w

ood sm
oke. A

s 
noted above, the com

position (e.g., O
C

/EC
 ratio) of w

ood sm
oke depends on w

ood type and 
com

bustion condition. Low
er A

A
E values are typical of fires em

itting particulate m
atter w

ith 
low

er O
C

 content.  The low
est values of A

A
E exhibited by a m

inority of sam
ples in this study 

m
ay be indicative of periods w

hen m
otor vehicle exhaust – w

hich exhibits A
A

E values 
approxim

ately 1 – contributed appreciably to the particulate m
atter, either due to m

otor vehicle 
activity in the study region or to transport of particulate m

atter em
itted outside of the study 

region. In Figure 7.14 the A
A

E values and B
C

 concentrations determ
ined from

 each sam
ple 

collected in 2010 are com
pared.  There is no system

atic relationship betw
een A

A
E and B

C
 

concentration, but it is interesting that the nine sam
ples w

ith the low
est A

A
E values ~1 w

ere 
associated w

ith low
 B

C
 concentrations. It is notew

orthy that these nine sam
ples w

ere collected 
on the sam

e day, 15-M
arch.  Excluding these nine sam

ples, A
A

E values w
ere greater than 1.25 

for 95 and 96%
 of sam

ples in 2010 and 2009, respectively, w
hich strengthens our conclusion that 

w
ood sm

oke w
as the dom

inant source of particulate m
atter during this study.  
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Figure 7.14  Relationship between Absorption Ångström Exponents (AAE) and BC concentrations 
of particulate matter samples collected in 2010.  The oval surrounds the nine samples 
with the lowest AAE values. 

It is intriguing that, while PM samples at nine sampling locations exhibited the lowest 
AAE values on 15-March, the sample collected on the same day at location A exhibited the 
highest AAE value observed in 2010 of nearly 3.5.  An examination of the temporal trend in BC 
concentrations, which were calculated from optical attenuation of the PEM samples at 880 nm, 
reveals that the BC concentration at location A was particularly high.  Thus, it would seem that 
at location A, unlike other locations on that day, the air quality was very much impacted by 
wood smoke.   
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e series of A
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est A
A
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values, all of w
hich w

ere collected on 15-M
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7.6 
Spatial Variability of M

eteorological Stations 
M

eteorological stations are typically used to represent regions of m
any square m

iles, 
how

ever w
ind speed and direction near the surface can vary substantially over shorter distances 

depending on terrain and obstructions.  D
ue to the low

 stack heights, prevalence of inversions, 
and short distances betw

een sources and receptors in this study, local m
eteorology is expected to 

be a significant factor in dispersion. 
In addition to the equipm

ent deployed for this study, C
am

bria w
eather data w

as available 
through the W

eather U
nderground w

ebsite w
hich provides free historical and real-tim

e w
eather 

data in both national and international locations.  The site provides m
eteorological data from

 its 
ow

n stations, as w
ell as W

eather U
nderground’s Personal W

eather Station (PW
S) project w

hich 
allow

s any resident, organization, or business to contribute m
eteorological m

easurem
ents in their 

area to the W
eather U

nderground w
ebsite.  W

hile PW
Ss are typically not certified, W

eather 
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Underground provides free meteorological archives in areas within close proximity to the 
Cambria study area. Two Weather Underground PWS stations located southeast of the study site 
were chosen to use in the statistical analysis, one in the Marine Terrace neighborhood and one in 
the Lodge Hill neighborhood.  The Marine Terrace station is located about 2 miles from the 
study area on the roof a home located in a residential neighborhood close to the coast.  The 
Lodge Hill station is located at the Cambria Community Services District Fire Department (LH 
CSDF) that is 1.8 miles from the study site. LH CSDF contains trees on the west side of the fire 
station building, but because the meteorological instruments are located on the fire station radio 
tower, approximately 25 feet above the ground, there are fewer physical obstructions.  Data from 
an additional meteorological station was available in the Lodge Hill neighborhood at Whispering 
Pines Bed and Breakfast (LH BaB) about 2.8 miles from the study area, but because the station, 
located on the roof of the bed and breakfast house, is surrounded by woods which would act as 
obstructions to wind movement, the station was not used for analysis in this study.  The 
elevations for the Marine Terrace and LH CSDF stations are 53 and 260 feet, respectively, and 
meteorological readings are recorded every 10 minutes and every 30 minutes for Marine Terrace 
and LH CSDF, respectively. 

Figure 7.16 provides a map of the meteorological stations in relation to the study area. 
While the LH CSDF station has not undergone certification similar to many other PWS stations, 
it has been evaluated for quality control through the National Oceanic and Atmospheric 
Administration (NOAA) Meteorological Assimilation Data Ingest System (MADIS) project, 
providing information about data accuracy.  The results have been posted on the Citizen Weather 
Observer Program (CWOP) website and have indicated that over the largest available analysis 
period of the previous 52 weeks (approximately one year), pressure and wind vectors are 
correctly calibrated, while dew point readings and temperature readings demonstrated large 
errors (CWOP, 2010).  For this reason, LH CSDF site dew point and temperature were not used.  
The LH CSDF station was expected to be most representative of the study area among available 
Weather Underground stations due to its similarity to the study area in topography, terrain, and 
proximity to the ocean. 

Despite the relatively short distances between stations, significant differences were found 
between meteorological stations.  As shown in Figure 7.17 the Marine Terrace (MT) station wind 
speeds on average were almost twice as high as CSDF wind speeds, and more than three times as 
high as Sonic and EBAM stations.  The lower EBAM and Sonic wind speeds are likely due to 
their placement closer to ground level (approximately breathing height), where obstructions may 
readily slow velocities. On average over stations, wind direction did not vary as widely for the 
MT, CSDF, and EBAM stations, but the Sonic station on average originated from the opposite 
direction with the exception of one case. Observing each IOP’s dominant wind direction, for 
almost all cases, dominant wind directions for each station were not greater than 90 degrees 
away the dominant wind directions of other stations. Temperature, with measurements available 
at all stations but CSDF, was fairly consistent over all locations, varying about ±5°F over all 
IOPs.  Humidity across all sites was also similar in standard deviation (about 20 percent), but the 
averages differed in a consistent manner.  The highest humidity was always found at the CSDF 
site, which is also most inland of all stations, followed by the EBAM site which is second most 
inland, and then the MT site which is closest to the coast and had the lowest humidity. Figure 
7.17 summarizes meteorological variability for all stations over each IOP. 
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Figure 7.16 Map of meteorological stations in Cambria, CA area relative to the study area, 
as shown by the box in the northern portion of the map 
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Figure 7.17  Meteorological parameter (wind speed, relative humidity, and temperature) averages and standard deviations during each 
Intensive Operational Period (IOP) for the stations shown in 
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8 Quality Assurance and Quality Control 
Quality assurance and quality control (QA/QC) were an integral part of the design and 

execution of this field project. Measures and procedures were instituted at every stage of the 
project, from training to data verification, to assure the effectiveness of the sampling plan and the 
accuracy of the data obtained. 

8.1 Quality Assurance 
The primary focus of the quality assurance plan was the development of procedures for 

sampler handling, sampler placement, burning site identification, and field protocols. Another 
key component was the training of personnel working on the project to follow the procedures put 
into place.  Individuals involved in sampling were trained in the appropriate procedures for 
cleaning PEMs, loading filters, programming samplers, sampler placement, sampler retrieval, 
unloading filters, and filter storage and shipment. 

Special care was taken in the handling of PEM filters to prevent contamination.  The 
quartz filters used in the PEMS were pre-baked to remove organics and placed in sealed 
containers until placement in the PEM sampler. Before every sampling period, the PEMs were 
thoroughly cleaned with methanol and allowed to dry completely.  This ensured that any carbon 
remnants from the previous sampling period were removed.  The PEM impactor was 
subsequently cleaned and greased with mineral oil, providing a “sticky” surface for particles to 
deposit.  The filters were meticulously placed in the PEM with special tweezers, minimizing the 
risk of contamination.  After securing the top, each PEM was placed in an individual plastic zip 
top bag to transport to the field.  After sampling, PEMS were placed back in their plastic zip top 
bag for the return trip to the lab.  In the lab, filters were unloaded into individual, labeled plastic 
Petri dishes and sealed.  The Petri dishes for each IOP were wrapped together in foil and shipped 
to Berkeley for analysis. 

The placement of PEMs and aethalometers was designed to minimize external flow 
impacts.  PEMs and aethalometers were placed as far away from fences, walls, or other 
structures and trees when possible.  Due to security of instruments and property limitations, 
structures and trees were not always avoidable.  To capture variability throughout the study area, 
PEMs were placed in an array that was as evenly distributed throughout the area as possible 
within the limitations of accessibility.  Sample locations were recorded on field maps and 
identified by both address and landmarks.  Originally GPS locations were to be used, however 
physical addresses and descriptions were found to provide a more reliable means for assuring 
consistent placement. 

Burning sites (locations with active wood burning during an IOP) were identified using 
an infrared camera (Fluke Ti25 Thermal Imager). The camera detects heat on surfaces, but not 
elevated air temperatures. Therefore, burning sources were detected based on the presence of 
elevated temperatures at the chimney outlet. Several procedures were used to aid in identifying 
burning sites.  First, personnel visited the field study area during daylight hours to help locate 
chimneys and the best angles to view them. Second, personnel trained with the camera using 
known sources prior to using the camera in the field. Finally, during field surveys, a minimum 
of two people were deployed: one to slowly drive the vehicle and a second to use the camera to 
scan roof tops and instruct the driver to maneuver the car into the best viewing angle.  The nearly 
complete lack of vehicle traffic in the study area was very helpful in this task. 
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8.2 Quality Control 
Quality control procedures were implemented to achieve optimum precision and accuracy 

whenever possible.  Quality control measures were employed both for the analytical procedures 
utilized and for all instruments deployed during IOPs: PEM systems, aethalometers, ultrasonic 
anemometer, and E-BAM. 

The light transmission method was used to determine filter attenuation and absorption 
Ångström exponents of particulate matter samples collected on filters. ATN was calculated from 
measured sample light transmission (T): ATN = 100ln(1/T), where T was defined as (Is/Is,o) × 
(Ir,o/Ir). Is and Is,o are the measured intensities of light transmitted through a quartz filter sample 
prior to and after removal of carbonaceous material by heating to 800 °C in oxygen, Ir and Ir,o 
are the intensities of light transmitted through a reference quartz filter measured at the same time 
as Is and Is,o, respectively. In using this method, the following steps were taken to ensure data 
accuracy. 
1) Measurements of Is and Is,o were made using the same quartz filter rather than using another 

blank quartz filter to measure Io because light transmission through quartz filters may vary. 
2) A reference filter was used to correct for possible instrumental variability, such as changes in 

the brightness of the light source or detector response, during the interval of time between 
measurements of Is and Is,o. 

3) Prior to measuring T, the spectrometer lamp was allowed to warm up and stabilize for a 
period of 20 minutes. 

4) A subset of samples was analyzed twice to insure consistency in the measurement method, as 
illustrated in Figure 8.1. 

Figure 8.1  Comparison of Absorption Angstrom Exponent from duplicate analyses performed on a 
subset of filter samples for QA/QC purposes. 
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When performing thermal optical analysis for determining EC and OC contents of 
collected particulate matter samples using the thermal-optical analysis instrument at Lawrence 
Berkeley National Laboratory, the following steps were taken to ensure data accuracy. 
1) Prior to analyzing samples, the instrument was “baked out” and the lamp was allowed to 

warm up and stabilize for a period of 60 minutes.  The “bake out” is a 30 minute period 
during which the catalyst and sample furnace temperatures are increased to and held at 
800 ̊C, which removes residual carbon in the system. 

2) The system was calibrated by analyzing the carbon content of samples spiked with known 
amounts of potassium hydrogen phthalate (KHP). KHP is commonly used for this purpose 
because its carbon content is known and it is not volatile. Spiked samples were prepared by 
micro-pipetting aqueous solutions of KHP onto clean quartz filters. Solutions of various 
concentrations were prepared by dissolving measured amounts of KHP (a solid at room 
temperature) into measured amounts of pure water. 

Method blanks and field blanks were collected during selected IOPs.  After PEM 
assembly, the sample randomly designated the method blank would not be removed from the 
plastic bag, but instead be left unexposed.  Field banks were exposed to the same conditions as 
other samples, lying adjacent to an active sampler but without air being drawn into the PEM, and 
were collected the next day.  Both field blanks and method blanks were analyzed using the same 
light attenuation method used for the other filters. None of the filter blanks had a detectable 
black carbon concentration. 

Aethalometers and PEMs used for BC concentration measurement utilize pumps to 
collect air particles.  To ensure the proper operation of equipment, the flow for aethalometers and 
flow-controlled pumps attached to PEMs were calibrated using a Model DC-HC-1 Bios DryCal 
DC-2 calibrator. Aethalometer flows were recorded for calibration and PEM pumps were 
adjusted to 10.0 L/min to allow for proper operation of PEMs.  Aethalometer BC measurements 
and flow readings were recorded for all IOPs to check for any operational interruptions, and 
PEM pump histories were collected and analyzed for all operating pumps after each IOP. 

To ensure similarity between aethalometer BC measurements, aethalometers were 
simultaneously run side-by-side and then calibrated periodically during the winters of 2009 and 
2010. For each side-by-side aethalometer run, the specific attenuation cross-section values for 
each aethalometer was reduced or increased over one time interval of measured BC 
concentrations to achieve the average BC concentration of all aethalometer BC readings.  The 
specific attenuation cross-section values were then applied to the second time interval of BC 
concentrations and a statistical Analysis of Variance (ANOVA) conducted in Minitab on the 
adjusted readings in the second time interval to determine whether significant differences existed 
between the different aethalometers.  The ANOVA test evaluates whether or not significant 
differences exist under the assumption that the responses, or measured BC concentrations in this 
case, are independent from one another, are normally distributed, and that the samples from each 
machine have equal standard deviations.  Based on probability distributions, the ANOVA test 
determines whether the mean response for each machine deviates enough from the mean 
response of all machines to be considered different.  If differences were found based on the 
ANOVA test, specific attenuation cross-section was adjusted until the test indicated no statistical 
difference between machines.  Specific attenuation cross-section values were only adjusted using 
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Figure 8.2  Black carbon concentrations prior to adjustment of the specific attenuation cross-
section values for a calibration run on January 19, 2010 
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Figure 8.3 Black carbon concentrations after adjustment of the specific attenuation cross-section 
values for a calibration run on January 19, 2010 (shown prior to adjustment in  
Figure 8.2) 
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time segments where all machines were similar in concentration-trends.  Selecting only segments 
displaying the same behavior eliminates the influence of readings that deviate significantly from 
the others.  BC readings were averaged over ten minutes to reduce noise in the calibration.  
Values for specific attenuation cross-section determined for the two calibration runs were 
averaged and used for the study readings. 

To ensure proper operation of meteorological instruments, both E-BAM and ultrasonic 
anemometer set-up procedures were followed precisely and temperature readings were compared 
to a thermometer. For the E-BAM, flow checks were automatically conducted and calibration 
leak checks were performed regularly. For both the E-BAM and ultrasonic anemometer, a 
compass was used to determine directional placement, with correction for magnetic to true north.  
Instruments were also placed as far away as possible from trees and structures to minimize 
downwash impacts on wind speed and direction readings for both instruments and PM10 readings 
for the E-BAM.  The E-BAM’s beta particle detector window was cleaned periodically to ensure 
that there was no debris build-up that would affect PM10 measurements. 

Weather Underground stations located in Cambria, CA were selected based on a 
minimum criterion: meteorological instruments must be unobstructed by tall trees or structures. 
Owners of the meteorological station were also contacted when possible to inquire regarding the 
accuracy of meteorological stations.  While most Cambria stations have not undergone quality 
control analysis, the CSDF station has been evaluated for quality control through the National 
Oceanic and Atmospheric Administration (NOAA) Meteorological Assimilation Data Ingest 
System (MADIS) project, providing information about data accuracy.  The results have been 
posted on the Citizen Weather Observer Program (CWOP) website and have indicated that over 
the largest available analysis period of the previous 52 weeks (approximately one year), pressure 
and wind vectors are correctly calibrated, while dew point readings and temperature readings 
demonstrated large errors (CWOP, 2010).  For this reason, CSDF site dew point and temperature 
were not used. 

9 Statistical Modeling 
Models based on ambient sampling data typically utilize pollutant concentrations at 

measured sites to estimate concentrations at other locations or under other conditions. The 
simplest of these models are mathematically linear, but more complex, non-linear models have 
emerged to improve predictions where linear relationships are inappropriate.  An evaluation of 
PM10 prediction methods in the large city of Greece, Thessaloniki, inhabited by 16,000 people 
tested the statistical performance of four methods: Multiple Linear Regression (MLR), 
Classification and Regression Trees (CART), Principle Component Regression (PCR), and the 
Multi-Layer Perceptron type of neural network (NN) (Slini et al., 2006).  Amongst these 
methods, MLR and PCR are linear, while NN and CART are non-linear. 

MLR is a parametric method (assumes a certain probability distribution for the data) that 
aims to predict a desired variable Y using other predictor variables such as wind speed and 
temperature.  The CART method is nonparametric and allows for the consideration of a pool of 
predictor variables that may or may not be used.  The selection of predictor variables occurs 
through binary recursive partitioning (a continuous splitting of data into two groups) that is based 
on the satisfaction of conditions previously set.  The conditions are modified based on what 
yields the most accurate predictions and based on previous knowledge about the variables. PCR 
is a combination of Principle Component Analysis (PCA) and a linear regression.  PCA 
evaluates the relationship between variables using a covariance matrix, selecting variables that 
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are most independent (have little or no relationship to one another) and account for the most 
variance.  Selected variables are then used in a linear regression analysis. NN methods typically 
employ weights and functions in series that yield a predicted value.  The major advantage to NN 
methods is that information about errors in predictions is used to improve the applied weights 
and functions through the use of algorithms. 

In application of the four forecasting methods to Thessaloniki, a densely populated city 
with many traffic and industrial sources and complex topography, PM10 and meteorological data 
from 1994 through 2000 was used.  Slini et al.’s (2006) evaluation found NN to have the most 
reliable predictions containing the smallest errors in modeling performance and parameters, yet 
NN was unable to predict peak PM10 values and may sometimes underestimate concentrations.  
PCR and MLR, alternatively, were able to correctly predict actual episode days and did so with a 
low percentage of false positives.  However, MLRs had the highest significant differences 
between predicted and observed values.  The statistical evaluation of modeling methods 
evaluated by Slini et al. demonstrated advantages and disadvantages to each of the methods.  
Perez et al. (2000) also demonstrated more accurate predictions for PM2.5 concentrations using 
NN in comparison to MLR, although prediction errors were more similar for both methods than 
in Slini et al.’s research. Still, while NN offered the most accurate predictions, its inability to 
identify peak concentrations can make it less suitable for some practical purposes.  Method 
selection should be based on the intended use of predicted values. 

All four methods have advantages and disadvantages when compared to one another. 
This study will use MLR analysis because it is a simple linear model that is readily interpretable 
and operated (Pires et al., 2008), while also being relatively robust or flexible to deviations from 
model assumptions (Demuzere & van Lipzig, 2010).  Many studies have tested MLR’s ability to 
explain pollutant variability, though often on a larger-than-neighborhood scale and not always 
with an emphasis on PM2.5 (PM10 has instead been the focus of some MLR studies).  These 
studies reveal that MLR models are site specific, though similarities between developed models 
offer information more generally applicable to other locations.  Tai et al. (2010) used MLR to 
model daily PM2.5 concentration throughout the United States using air quality and 
meteorological data collected from 1998 to 2008.  They found meteorological parameters 
including surface air temperature, relative humidity, precipitation, cloud cover, geopotential 
height at 850 hPa, local rate of change of sea-level pressure, surface wind speed, a east-west 
wind direction indicator (cosine of wind direction), and a north-south wind direction indicator 
(sine of wind direction) to be significant predictors.  These parameters accounted for up to 50 
percent of variability in PM2.5 concentration.  Vukovich & Sherwell (2002) also used MLR to 
evaluate PM2.5 variability from 1991 through 1997 data, but on a small scale at two specific sites 
located in Washington, DC and Shenandoah National Park, Virginia.  At the Washington, DC 
site, dew point accounted for the most PM2.5 variability, 53 percent, and the addition of sky 
cover and SO2 emissions increased explained variation to 77 percent.  At the Shenandoah site, 
temperature accounted for the most variability in PM2.5, 59 percent, and the addition of a solar 
radiation parameter resulted in a model that accounted for 82 percent of PM2.5 variability.  A 
principle component analysis also showed wind speed and temperature to demonstrate similar 
variation with PM2.5 concentrations at both sites. 

Studies relating meteorology to PM10 have found similar meteorological parameters to 
explain variation in PM10 concentrations.  Variability in daily winter PM10 concentrations have 
been correlated to meteorological conditions using MLRs for sites within the Netherlands 
(Demuzere et al., 2009) and within parts of the western Alpe-Adria region in central Europe 
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(Stadlober et al., 2008).  Meteorology accounted for 23 percent of PM10 variability in areas 
within the Netherlands based on data collected between 2001 and 2006 and between 55 and 70 
percent of variability within cities of the Alpe-Adria region based on data collected during 
different time intervals within 2001 and 2007.  Wind speed and direction, maximum temperature, 
shortwave downward radiation, lagged wind speed and direction, lagged cloud cover, 
precipitation, relative humidity, and lagged precipitation were all significant predictors for 
Netherland sites, while Alpe-Adria region MLR models indicated lagged PM10 concentration, 
inversion, day of week and month, winds speed, and precipitation to be significant predictors. 

Site specific predictors inevitably result due to differences in the location’s terrain and 
the characteristics of the local population.  Despite differences in the percentage of variability 
accounted for in different MLR models, relative humidity, temperature, precipitation, and wind 
speed tended to be significant predictors in many of the studies.  Developing a MLR model for 
this study allows for the determination of parameters that effect local PM2.5 variability.  In 
addition to understanding the relationship between meteorological and source impacts and PM2.5 
variation at the study site, an evaluation of the MLR method on a neighborhood scale will offer 
information about its performance for future PM2.5 applications.  

9.1 Background 
Multiple linear regression (MLR) and non-linear multiple regression (NMR) analyses 

were used to evaluate the effect of meteorological and wood burning source parameters on 
average BC concentrations and BC deviations.  The MLR model, a first-order multiple 
regression model, determines the impact of explanatory, or independent, variables on a response, 
or dependent, variable as demonstrated below for k explanatory predictors. 

(9.1)𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + ⋯ + 𝛽𝑘𝑥𝑘 + 𝜀 

In Equation 9.1, y is the response variable, xi represents the independent variable i, βi is a 
partial slope of variable i, and ε is random error.  The partial slopes, βi, represent the expected 
change in the response variable, y, with each change in the explanatory variables, xi. β0, 
alternatively, is the value of y when all xi’s are equal to zero.  The random error, ε, accounts for 
the difference between the model-predicted value and the actual value, and often represents 
variation in y that cannot be explained by the xi’s (explanatory variables). MLR assumes that 
explanatory variables are linearly related to the response variable, all explanatory variables are 
independent of one another, and that the residuals, or error between predicted and actual y 
values, are normally distributed about zero.  To determine the MLR model that explains the most 
variation with the least amount of error, the least-squares method was used.  This method first 
examines the sum of the squared errors that result when different βi and β0 values are used. The 
βi and β0 values that result in the lowest sum of squared error are then selected for the MLR 
model.  The NMR follows the same principles as the MLR except that the explanatory variables, 
xi, may represent more complex, non-linear functions. 

The 2010 version of the statistical analysis program, Minitab version 16.1.1 (Minitab 
Inc.) was used to determine the best regression models for this study.  BC concentrations and 
deviations were used as response variables while meteorological data, number of sources, 
distance from sources, and tree coverage were tested as explanatory variables when suitable. 
Data from individual meteorological stations and combinations of meteorological stations were 
used in the analyses, where weather station groups use data that is the average of values available 
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for the stations it combines.  Weather stations were grouped based on their geographic proximity 
and characteristics relative to the study site.  Both Weather Underground stations, Marine 
Terrace and LH CSDF were combined due to their location within Cambria but outside the study 
area.  The weather stations thought to be most representative of the study area, LH CSDF and E-
BAM, were grouped.  Finally, both stations located within the study area, E-BAM and Sonic, 
were evaluated as a combination.  Meteorological parameters evaluated for all sites and 
combinations are summarized in Table 9.1.  

Aethalometer and PEM BC data both offered different characterizations of pollutant 
concentrations and variability within the study area.  Because aethalometers provided BC data at 
high resolution during each IOP, a larger sample size is available to determine the relationship 
between BC concentration and weather characteristics.  For this reason, it was possible to use 
aethalometer data to evaluate all meteorological stations and determine the meteorological 
station most capable of explaining variability in BC concentrations.  PEM BC concentrations 
were also evaluated in a similar manner but for 12 hour averaged BC concentrations and 
deviations with 12 hour averaged meteorological data.  EBAM and Sonic stations could not be 
evaluated for PEMs due to a shortage of data, since they only operated during a subset of the 
IOPs.  The differences and/or similarities between PEM and aethalometer relationships to 
weather data from different stations provided information about time averaging’s impact on BC 
concentrations and variability. 

While the time resolution of the PEMs (12 hours) was much lower than that of the 
aethalometers (1 minute), spatial resolution for the PEMs was higher than spatial resolution for 
aethalometers.  Each IOP contained between 8 and 16 outdoor PEMs in different locations, while 
only between 1 and 4 aethalometers were operated in different outdoor locations during each 
IOP.  PEM BC concentrations were thus used to evaluate the impact of distance from burning 
sources, number of burning sources, and site characteristics on BC concentration and variability. 
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Table 9.1 Meteorological data available at each station 

Station/ 
Combination 

Measurement 
intervals 

Wind 
Speed 
(mph) 

sin 
(WD#) 

cos 
(WD#) 

Humidity 
(%) Temp (F) 

Wind 
Gust 

Speed 
(mph) 

Vertical 
Wind 
Speed 
(mph) 

Average 
Difference 

between Wind 
Direction 

Marine Terrace 
(MT) 10 min X X X X X X 

LH CSDF 30 min X X X X X 

E-BAM 10 min X X X X X 

Sonic < 1min X X X X X 

MT & LH 
CSDF 30 min* X X X X X X 

E-BAM & LH 
CSDF 30 min* X X X X X 

E-BAM & Sonic 10 min* X X X X X 
# WD: Wind Direction 
*The measurement intervals used for combinations were based on the station with the lowest resolution.  For example, for the MT and LH CSDF 

combination, meteorological data is available at 10 and 30 minute resolutions, respectively, so 30 minute intervals were used. 
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9.2 Regression Analysis of Aethalometer Black Carbon 
Meteorological data collected from Weather Underground and available meteorological 

instruments were evaluated with aethalometer results to determine the meteorological data which 
best accounted for variability in BC concentration and BC deviation. For the analysis of 
aethalometer data, two response variables were evaluated: BC concentration averaged over 30 
minutes (BCave) and the weighted deviation function (BCdev) described as: 

𝑠𝑡𝑑 𝑑𝑒𝑣𝑡 (8.2) =𝐵𝐶𝑑𝑒𝑣 𝐵𝐶𝑡,𝑎𝑣𝑒 

where std devt is equal to the standard deviation of all operating aethalometers at time t 
and BCt,ave is the average BC concentration of BC measurements from all operating 
aethalometers at time t. Concentration variability is most appropriately considered as a 
percentage of the measurement. For instance, a standard deviation of 40mg/m3 implies much 
more variability when the average concentration is 40 ng/m3 than it does when it is 1000 ng/m3. 
BCdev allows for comparison of BC standard deviation over a wide range of concentration and 
the use of the weighted deviation function reduces the bias toward high concentrations. Both 
averaged BC concentrations and deviations were additionally transformed as necessary to 
normalize residuals about zero. 

To satisfy the independence assumption for MLR models, BC concentrations were 
averaged over 30 minutes to eliminate major time correlations between BC readings and a BC 
concentration delayed (or lagged) by one time point was included as an explanatory variable in 
the regression models.  The presence of time correlations was evaluated using the 
Autocorrelation Function (ACF) and the Durbin-Watson statistic in Minitab.  For the ACF, 
potential explanatory variables were used to develop a regression model and the residuals were 
stored. Residuals are the difference between the observed response variable (in this study BC 
concentration or deviation) and the response variable resulting from the regression model.  ACF 
then computes the correlation between residuals by comparing a residual at time t to the data 
point at time t+kΔ, where Δ is 30 minutes in this study and k is any constant.  Minitab produces 
ACF statistics and a graph that indicates whether correlations exist between the response variable 
at times t and t+kΔ.  A comparison of t and t+1Δ (where k is equal to 1) is referred to as “lag 1,” 
and comparing t to t+2Δ (where k is a value of 2) is called “lag 2,” and so forth. Figure 9.1 is a 
sample graph of residuals resulting from the use of the CSDF meteorological station parameters 
in conjunction with average BC concentration.  The red dotted lines indicate the 95 percent 
confidence intervals where time correlations are insignificant.  An ACF value above the top of or 
below the bottom of the red dotted line indicates that correlations exist.  In the case shown in 
Figure 9.1, a lag 1 correlation exists and must be accounted for in the model.  For this reason, BC 
concentration or deviation lagged by one time point was included as an explanatory variable.  To 
run the ACF analysis, missing meteorological data at single time points were assumed to be the 
average of the previous and following time point value.  Because there were very few missing 
single time points, their effect on the models should be undetectable.  When larger intervals of 
data were missing, the data set had to be excluded from the ACF analyses. Data sets where the 
ACF could not be conducted were assumed to be correlated at similar lags as data sets where the 
ACF was used. Large time intervals of missing data were rare, so their impact on all data sets 
should not be significant. 
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Figure 9.1  ACF analysis results for the time lag of the 30 minute average aethalometer black 
carbon concentration using data from the CSDF meteorological station.  
Autocorrelations that exceed the dotted horizontal lines are considered significant. 

In developing a suitable regression model, the Durbin-Watson (DW) statistic was also 
evaluated.  While similar in purpose to the ACF analysis, the DW statistic checks only for 
correlations in the lag 1 situation and differs mathematically.  Critical values developed by 
Durbin and Watson (1951) indicate when negative and positive correlations exist based on the 
fact that squared differences in sequential residuals will be smaller for positive correlations and 
larger for negative correlations.  A DW statistic of 2 generally indicates no serial correlation 
while values less than 2 and greater than 2 suggest positive and negative correlations, 
respectively (Ott & Longnecker, 2010). Because DW cutoffs for determining correlations are 
limited to sample sizes of 200 or less (Savin & White, 1977), specific DW cutoffs could not be 
used for this study’s data sets which in most cases contained sample sizes greater than 300.  For 
this reason, the DW statistic observed in developed aethalometer models was assumed to have no 
time correlations if close to the value of 2.  This approximate use of the DW statistic offers 
additional support to the ACF conclusion.  ACF tests alone are considered to be sufficient on 
their own due to their ability to evaluate correlations at multiply lags. 

Suitable meteorological predictors for BC averages or deviations were determined by 
first including potential predictors for each meteorological station or combination in the 
regression models and then eliminating variables that had p-values greater than 0.05, the 
significance level.  The significance level determines the percent confidence with which the 
interval of each partial slope can be determined.  At a significance level of 0.05, the confidence 
of the partial slopes can be determined using one minus the significance level, or 95 percent 
confidence in this case.  To account for diurnal variations in BC concentration, a predictor 
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representing the number of time intervals passed during the sampling period was used.  For 
example, when using 30 minute averaged BC concentrations, the first 30 minutes of the sampling 
period is time interval 1, the second 30 minute period is time interval 2, and so forth.  A “lack of 
fit” test was also used to indicate whether interactions or curvature existed in the models.  If 
interactions or curvature were found, modifications were made to account for these properties 
resulting in nonlinearity of the model(s).  

9.2.1 Predictors for Aethalometer Average Black Carbon Concentration 
While the relationship between BC concentrations and meteorological predictors is 

typically not linear, a MLR model can still be used by linearizing, or normalizing, BC 
concentrations through the use of a transformative function.  To normalize average BC 
concentrations (BCave), a transformation that best linearized BC concentrations, raising average 
BC concentration to the -0.7th power, was determined and used for the MLR model.  Figure 9.2 
compares the normal probability plots and histograms of average BC concentration (left) to its 
transformed counterpart (BCave)-0.7 (right).  A straight sloping line following the blue line is 
needed for the normal probability plot and a bell shaped pattern is desired for the histogram.  
However, it is important to note that because the normalizing power is negative, higher 
concentrations will lead to lower values of the normalized parameter. 

Figure 9.2  Comparison between residual charts for un-normalized (BCave) and normalized 
(BCave

-0.7) black carbon concentration shows that the transformation yields a normal 
distribution of residuals 
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When using meteorological parameters from each station or combination to determine a 
model for average BC concentration, it was found that only two meteorological stations or 
combinations contained parameters well correlated with average BC concentration: the EBAM 
station and the EBAM and LH CSDF station combination. Table 9.2 summarizes the results of 
the Minitab analyses including the partial slopes for significant parameters and the coefficients 
of determination (R2) for each model.  The R2 value indicates the percent of variability in the 
average BC concentration accounted for by the explanatory variables included in the model.  The 
R2 value for the average BC concentration models ranged from 52 to 54 percent, with the EBAM 
and LH CSDF combination explaining the most variability for both linear and non-linear models. 
Among tested explanatory variables, humidity and wind speed were the only significant 
meteorological predictors for aethalometer BC average. Average BC concentration lagged by 
one time interval (Lag 1 (BCave)-0.7) and time interval, accounting for time of day, also 
significantly accounted for average BC concentration after transformation. 

Although the model R2 values were found to account for more than 50% of average BC 
variability, lack of fit tests conducted in conjunction with Minitab analyses suggest that the 
models need improvement.  All models poorly represent average BC concentration at higher 
values of xi (i.e. higher wind speeds and humidity).  Additionally, all linear models were found 
to have potential curvature and/or interactions.  Figure 9.3 displays plots of (BCave)-0.7 versus 
EBAM meteorological parameters in addition to applied trend lines. The figure indicates that 
only a weak relationship exists between (BCave)-0.7 and the parameters, time interval and 
humidity.  The concentration tends to generally decrease as time interval increases (indicated by 
a lower BCave 

-.7) with a fairly noisy relationship. The pattern for relative humidity is difficult to 
determine since relative humidity did not vary between 50 and 70% during sampling periods and 
most samples were collected when relative humidity was higher.  The linear correlation with Lag 
1 (BCave)-0.7 most probably exists because the values directly correspond to (BCave)-0.7 values.  
Figure 9.4 displays (BCave)-0.7 versus explanatory predictors for the EBAM-CSDF combination 
in addition to applied trend lines.  The response variable, (BCave)-0.7, had similarly ambiguous 
relationships with humidity and time interval, and wind speed also seems to demonstrate a noisy 
distribution with a mild upward slope.  This upward sloping relationship between (BCave)-0.7 and 
wind speed indicates the impact of increasing wind speed for increasing pollutant dispersion. 

The unclear relationship between the meteorological and time parameters likely resulted 
in the detection of possible interactions and curvature by the lack of fit tests. Different functions 
and variations of the variables were tested to better normalize residuals and find better regression 
models.  Non-linear models were also explored to eliminate the "poor fit" detected to attempt to 
account for possible interactions and curvature. In the cases of the EBAM and EBAM-CSDF 
combinations, converting the linear model into a non-linear model did not improve the model’s 
R2 value dramatically. Mild improvements to the R2 values may be the result of increasing the 
number of explanatory variables or only mildly improving the fit.  The former is suspected 
because the standard errors for the linear models tend to be smaller than the standard deviations 
for the non-linear models relative to their coefficients.  Smaller variations in the linear models 
suggest higher accuracy than non-linear models.  For this reason, the linear models are likely a 
more suitable model for understanding average aethalometer BC concentration than the non-
linear models.  In using the linear models, potential interaction detected in the Lag 1 (BCave)-0.7 

predictor and possible curvature in time interval and humidity variables for the EBAM 
meteorological station were noted.  For the meteorological data combining the EBAM and CSDF 
stations, potential interactions in the Lag 1 (BCave)-0.7 and wind speed predictors were observed. 
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Table 9.2 Resulting coefficients and fit from multiple regression models for normalized 30 minute 
average aethalometer black carbon concentration (BCave)-0.7 using the EBAM station 
and a combination of the EBAM< and CSDF stations 

The table below summarizes explanatory predictors determined to be significantly correlated to 
(BCave)-0.7based on Minitab analysis. 
Met 
Station 

Model 
Type 

Explanatory Variable Coefficient 
(βi) 

Std Dev of 
Coefficient 

R2 (%) 

EBAM Linear Lag 1 (BCave)-0.7 5.3E-01 6.5E-02 52 
Time Interval 4.0E-04 1.2E-04 
Humidity (%) -2.1E-04 5.8E-05 
Constant, β 2.5E-02 5.4E-03 

Non-
linear 

Lag1 (BCave)-0.7 2.5E-01 1.4E-01 54 
Time Interval -3.8E-04 3.8E-04 
(Lag 1 (BCave)-0.7) *(Time Interval) 2.2E-02 1.0E-02 
(Humidity %)2 -1.4E-06 4.5E-07 
Constant, β 2.8E-02 5.1E-03 

EBAM 
& LH 
CSDF 

Linear Lag 1 (BCave)-0.7 5.1E-01 6.5E-02 53 
Time Interval 3.8E-04 1.2E-04 
Wind Speed (mph) 2.3E-03 9.4E-04 
Humidity (%) -1.7E-04 6.1E-05 
Constant, β 2.1E-02 5.9E-03 

Non-
linear 

Lag1 (BCave)-0.7 2.5E-01 1.3E-01 55 
Time Interval -4.5E-04 3.7E-04 
(Lag 1 (BCave)-0.7) *(Time Interval) 2.3E-02 1.0E-02 
Wind Speed (mph) 2.2E-03 9.3E-04 
Log(Humidity %) -8.3E-03 4.0E-03 
Constant, β 5.3E-02 1.8E-02 
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Figure 9.3  Parameter plots from the multiple linear regression model for normalized 30 minute average aethalometer black carbon 
concentrations when modeled using meterological data from the EBAM station 
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Figure 9.4  Parameter plots from the multiple linear regression model for normalized 30 minute average aethalometer black carbon 
concentrations when modeled using meterological data from the EBAM and LH-CSDF combined stations 
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While the results of the models suggest that the EBAM and CSDF combination account 
for more of the BC variation than the EBAM station alone, the difference is small.  This may 
indicate that a near ground level station within the near-field exposure area would be sufficient to 
represent average BC concentration when using the above models. However, the lack of fit 
using the LH CSDF station alone suggests that even nearby meteorological stations may not be 
capable of providing explanatory data for near-field concentrations. The small improvement in 
R2 values for the EBAM and LH CSDF combination versus EBAM alone may have resulted 
from the addition of the wind speed predictor in the EBAM and CSDF combination model or 
because using additional information from the LH CSDF station helps to account for upper air 
meteorology (in addition to EBAM’s ground level meteorology).  

9.2.2 Predictors for Aethalometer Black Carbon Deviation 
BC deviation (BCdev) and meteorology were evaluated to determine whether meteorology 

was correlated with BC standard deviation, or variance.  To linearize BC deviation (BCdev), as 
done with average BC, the best transformation was BC deviation raised to the 0.5th power.  Only 
the LH CSDF meteorological station’s parameters were found to be suitable predictors of BC 
deviation. Table 9.3 summarizes the results of the Minitab analysis including the partial slopes 
for significant parameters and the coefficient of determination (R2) for the resulting linear model.  
The R2 value for the LH CSDF model was 47.3 percent, with wind speed and humidity as 
significant meteorological predictors of variation in BC deviation and Lag 1 (BCdev)0.5 as a 
variable intended to account for time correlations. 

Table 9.3 Resulting coefficients and fit from the multiple regression model for normalized 30 
minute average aethalometer black carbon concentration deviation (BCdev)0.5 using the 
LH-CSDF station 

Met Model Explanatory Coefficient (βi) Standard R2 (%) 
Station Type Variable Deviation of 

Coefficient 
LH Linear Lag 1 (BCdev)0.5 6.1E-01 4.5E-02 47 
CSDF Wind Speed -2.8E-02 8.3E-03 

Humidity -2.3E-03 1.1E-03 
Constant, β 4.7E-01 1.1E-01 

The BC deviation model contained possible curvature (for Lag 1 BCdev 
0.5) and potential 

interactions (for relative humidity), but attempts to account for the curvature and interaction were 
unsuccessful. Figure 9.5 shows plots of (BCdev)0.5 versus LH CSDF wind speed, humidity, and 
Lag 1 (BCdev)0.5 as well as applied trend lines.  While the Lag 1 (BCdev)0.5 predictor demonstrates 
a general upward sloping trend, the wind speed and humidity relationships with BC deviation are 
much less apparent which is similar to the trends for the average BC concentration models.  The 
detection of possible curvature and interactions by the lack of fit tests may have resulted from the 
unclear relationships between the BC deviation and the meteorological parameters. 
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Figure 9.5  Parameter plots from the multiple linear regression model for normalized 30 minute average aethalometer black carbon 
concentration deviation (BCdev 

0.5) when modeled using meterological data from the LH-CSDF station 
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9.3 Regression Analysis of Integrated Black Carbon Measurements 
Two different MLR analyses were conducted for the integrated black carbon (PEM BC) 

data.  Similar to the analyses for aethalometer BC data, the first test evaluated which 
meteorological data best accounted for variability in BC concentration and deviation.  The 
second PEM BC analysis investigated the impact of wood burning sources on PEM BC 
concentration by focusing on geographic proximity to sources and relation to dominant wind 
direction. Average PEM BC and BC deviation were used as the response variables, while 
meteorological characteristics were used as explanatory variables.  Because PEM and 
aethalometer resolution differed, response and explanatory variables were used in a modified 
manner for the PEM analysis.  Instead of using average BC concentration and weighted 
deviation for every 30 minutes, the 12 hour integrated BC concentration measured for each PEM 
was averaged with the other PEMs operating during the same IOP to determine BCave. The 
standard deviation of those PEMs was then divided by BCave to find the BCdev value.  
Meteorological data were also averaged over 12 hours for use as explanatory variables in the 
regression analyses. Because a significantly smaller sample size was available for PEM analysis 
than for aethalometer analyses, EBAM and Sonic meteorological stations, which were not 
available for all runs, were not used.  Additional meteorological parameters, presence of 
inversion (yes or no) and difference in wind direction (for combined meteorological stations 
only), were included in the analysis.  The number of wood burning sources detected on each 
night of sampling was also included as a predictor variable, while lagged BC concentration and 
deviation were not needed due to the larger time spans between sampling nights.  PEM BC 
concentrations were assumed to be independent from one another and the DW statistical cutoffs 
determined by Savin and White (1977) were used to confirm independence. 

9.3.1 PEM BC Average Concentration and BC Deviation 
To determine which meteorological station contained parameters that best explained 

PEM BC concentrations, a statistical approach similar to the one for aethalometer BC was used. 
The transformation best able to linearize BC concentrations was average BC concentration raised 
to the 0.4th power for the Marine Terrace station and the natural log of BC concentration for the 
LH CSDF station and the Marine Terrace and LH CSDF combination.  For average PEM BC 
concentration, wind speed consistently accounted for variation.  The sine of wind direction was 
found to also be a predictor for the Marine Terrace and the Marine Terrace and CSDF 
combination and the cosine of the wind direction was an additional predictor for the Marine 
Terrace station. Table 9.4 summarizes the results of the Minitab analysis including the partial 
slopes for significant parameters and the coefficient of determination (R2) for the resulting linear 
model.  The R2 values for the average BC models ranged from 47.1 to 81.3 percent, with the 
Marine Terrace model explaining the most variability in average PEM BC concentration.  Figure 
9.6, Figure 9.7, and Figure 9.8 show scatter plots and an applied trend line for the two stations 
separately, as well as their combined data, along with their significant parameters. 

These results indicate that in the near-field, standard meteorological data may provide a 
means of estimating average black carbon concentrations.  However, the actual fitting parameters 
would be expected to vary with local conditions and more data would be needed to reduce 
uncertainties.  One possible reason that the statistical models do a better job of describing 
integrated concentrations than they do for real time measurements, may be the result of 
averaging out local turbulence and temporal fluctuations which can strongly influence time 
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resolved results.  In addition, the increased spatial coverage achieved by the PEM sampling 
provides a more uniform representation of the study area, which may in turn improve the 
modeling results. 

Table 9.4 Linear regression parameters for normalized 12 hour filter (PEM) black carbon 
concentrations averaged by Intensive Operational Period (IOP) for 3 different 
meteorological data sets 

Met 
Station 

Response 
Variable 

Explanatory 
Variable 

Coefficient (βi) Standard 
Deviation of 
Coefficient 

R2 (%) 

Marine 
Terrace 

(BCave)0.4 Wind Speed -2.34 0.48 81.3 

sin(wind direction) 14.9 5.5 

cos(wind direction) 12.8 3.3 

Constant, β 17.9 1.9 

LH CSDF ln(BCave) Wind Speed -0.778 0.249 47.1 

Constant, β 6.71 0.50 

Marine 
Terrace & 
LH CSDF 

ln(BCave) Wind Speed -0.725 0.142 73.6 

sin(wind direction) 2.60 1.02 

Constant, β 7.25 0.41 

No meteorological stations contained parameters capable of explaining variation in BC 
deviation.  However, the number of wood burning sources was found to be a suitable predictor 
when a natural log transformation was applied to PEM BC deviation. The number of wood 
burning sources alone was able to account for 30 percent of the variability in PEM BC 
concentration. This may be because increasing the number of sources increases the probability 
that some samples will be more directly influenced by a nearby source, while others are not, 
thereby increasing variability.  It could be hypothesized that if there were enough sources within 
a given area to influence most locations directly that this trend would reverse and samples would 
become more uniform.  However, there were not enough burning sources within our study area 
to observe this effect. Table 9.5 and Figure 9.9 summarize the details of the model and plot the 
relationship with a trend line, respectively.  
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Figure 9.6  Parameter plots from the multiple linear regression model for normalized 12 hour filter 
(PEM) black carbon concentrations (BCave)0.4 averaged by Intensive Operational Period 
(IOP) when modeled using meterological data from the Marine Terrace station 
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Figure 9.7  Parameter plot from the multiple linear regression model for normalized 12 hour filter 
(PEM) black carbon concentrations (ln (BCave)) averaged by Intensive Operational 
Period (IOP) when modeled using meterological data from the LH CSDF station 

Figure 9.8  Parameter plots from the multiple linear regression model for normalized 12 hour filter 
(PEM) black carbon concentrations (ln (BCave)) averaged by Intensive Operational 
Period (IOP) when modeled using combined meterological data from the LH CSDF and 
Marine Terrace (MT) stations 
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Table 9.5 Linear regression parameters for normalized 12 hour filter (PEM) black carbon 
deviation (ln(BCdev)) by Intensive Operational Period (IOP) as a function of number of 
burning sources 

Response 
Variable 

Explanatory Variable Coefficient (βi) Std Dev of 
Coefficient 

R2 (%) 

ln(BCdev) Number of Sources 0.076 0.035 31 

Constant, β -1.02 0.35 

Figure 9.9  Parameter plot from the multiple linear regression model for normalized 12 hour filter 
(PEM) black carbon concentration deviation (ln(BCdev)) by Intensive Operational 
Period (IOP) as a function of number of wood burning sources 

9.3.2 Directional Effects on PEM BC 
Several factors were considered in the analysis of the relationship between PEM 

concentrations and directional/geographic impacts.  To conduct the MLR analysis and identify 
characteristics that have the largest effect on PEM BC, the study area was first divided into 
sections and labeled as shown in Figure 9.10.  The study area divisions distinguish between 
differences in geographic characteristics including tree coverage, elevation, and housing density 
which may impact pollutant dispersion.  Section A typically is higher in elevation, contains more 
trees surrounding homes, and contains homes that tend to be fairly separated from one another.  
Section C alternately is lower in elevation, contains fewer trees than section A, and has homes in 
closer proximity to one another.  Section B’s characteristics tend to be somewhat mid-way 
between section A and section C in elevation, tree coverage, and housing density, though tree 
coverage and housing density in section B share more similarities with section C. The 
establishment of sections allows for the MLR model to take into account sectional differences in 
BC dispersion and better account for variability in average BC concentrations. 

69 



 
 

 
 

  
   

  

 
   

  
   

 
    

 
   

 
 

  
   

    
  
   

    
   

     

 
  

 
   

  

 
  
 

   
    

    
  

 
 

   

Having divided the study area into sections, the number of burning sources within each 
area was counted to observe potential relationships with PEM BC concentrations.  The number 
of upwind burning sources was also considered, along with the closest distance of each sampler 
to any burning source and to any upwind burning source.  Impacts of wind direction were 
considered by including the smallest angle between each sampling location and the IOP’s 
dominant wind direction in the model.  Impacts due to sampler site characteristics were observed 
through noting the sampling sites’ proximity to the roads and the level of vegetation and 
structures surrounding the sampling instruments during operation. The level of vegetation and 
surrounding structures, mild, moderate, and heavy, was determined based on sampling location 
details.  A mild level of vegetation and structures was assigned to PEM sites where surrounding 
vegetation was low and where virtually no structures were in close proximity. A moderate level 
was assigned where surrounding vegetation or structures taller than the PEM placement height 
were found on approximately 30 to 60 percent of the area surrounding the PEM.  Lastly, a heavy 
level refers to PEM sites where vegetation taller than the PEM height in addition to rocks, trees, 
or fences were adjacent to PEM locations. The IOP during which each PEM BC concentration 
was sampled was also considered in the MLR to account for differences in burning behavior and 
site meteorology over each night.  

Unlike MLRs conducted for relating BC and meteorology, the directional MLR used the 
categorical variables (non-numerical) location (A, B, and C), IOP (4b through 10b), and level of 
vegetation and structures (i.e. fencing) surrounding PEMs (mild, moderate, and heavy). For 
categorical variables, the MLR model assumes all options of the categorical variables but one to 
be a dependent variable, xi (see Equation 8.1 repeated below), whose value is either 1 (true) or 0 
(false). The partial slope, βi, of the included variable evaluated then represents the difference 
between the included option and the excluded option.  For example, when considering the 
categorical variable, ‘location,’ which has three options, A, B, and C, options A and B are 
represented by xi’s in the MLR model, while option C is excluded.  When a PEM is located in 
location A, the x representing location A is equal to 1 and the resulting partial slope is equal to 
the difference in BC concentration between location A and C (assuming the response variable is 
equal to BC concentration).  The location B variable x would then be equal to 0 and would not be 
included for consideration in that particular sample.  Categorical variables allow the MLR model 
to quantitatively account for differences between sampling conditions. 

(9.1) 𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + ⋯ + 𝛽𝑘𝑥𝑘 + 𝜀 

Considering that wind direction played an important role in the variables for the 
directional analyses, IOPs were only evaluated if the most representative meteorological data 
was available.  For this reason, only IOPs 4b through 10b were evaluated since aethalometer 
results indicated that EBAM meteorological data (measured only in IOPs 4b through 10b) was 
most representative for the study area. Due to the lower time resolution PEM data and smaller 
sample size, a significance level of 0.1 was used instead of the 0.05 level used for previous 
analyses. 
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Figure 9.10 Study area divisions used for directional regression models 

The directional MLR was conducted by first linearizing the PEM BC data through the use 
of the best transformation, taking the natural logarithm of PEM BC concentration.  The resulting 
model explained about 69 percent of the variability through the two categorical variables, 
location and IOP, as detailed in Table 9.6. Variables with "excluded" coefficients are the 
reference values. One way to describe this is to say that the excluded variables are built into the 
constant beta-0.  Location B and IOPs not displayed in the table did not show a statistically 
significant difference from the reference variable.  For instance, concentrations in location B and 
location C did not show a significant statistical different in the model. 

The final model indicates that significant differences were found between PEMs in 
locations A and C and over IOPs. Significant differences between IOPs and locations indicate 
that 90 percent confidence intervals for BC concentration do not overlap in value for the 
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locations and IOPs.  The 0.10 alpha variable was used because the aethalometer regression 
model results demonstrated that the data had a low capacity for explaining black carbon 
concentration.  Thus, the confidence interval was increased to identify variables that may 
potentially be significant, but difficult to identify. Still, differences in concentration between 
locations and IOPs may be small, on average around 1ng/m3 for each variable. 

Table 9.6 Multiple linear regression model parameters for normalized 12 hour filter (PEM) black 
carbon concentration (ln(BC)) for the directional model using the divisions in 
Figure 9.10 

Response 
Variable 

Categorical 
Variable Option Coefficient 

(β i) 
Std Dev of 
Coefficient R2 (%) 

ln(PEM BC) Location A -0.26024 0.05693 69.3 
C excluded 

IOP 4b 0.4319 0.1104 
5b 0.4460 0.1104 
7b 0.2795 0.1104 

10b -0.9682 0.1105 
9b excluded 

Constant, β n/a 5.18631 0.05674 

While the model seems to have explained a large percentage of variability, the model’s 
residual versus fitted value plot as shown in Figure 9.11 does not clearly satisfy the MLR 
assumption of equal variance in the residuals.  Residual values seem to be smaller at larger 
values, suggesting a potential non-linear relationship between the independent and dependent 
variables. Because the data used in the directional MLR did not clearly satisfy all MLR 
assumptions, even after transformation, the developed model may not be reliable and significant 
relationships may still exist between PEM BC concentration and other tested explanatory 
variables. 

Figure 9.11  Residual plot for the directional linear regression model for normalized 12 hour filter 
(PEM) black carbon concentration (ln(BC)) 
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Observing variables graphically suggests a potential significance of the variables level of 
vegetation and structures surrounding PEMs, number of burning sources in location, and number 
of upwind burning sources, after sorting for location and level of vegetation and structures 
surrounding PEMs.  As shown in Figure 9.12, PEM BC concentration over different locations 
and under differing levels of vegetation and structures surrounding PEMs demonstrates that a 
notable relationship between PEM BC and number of burning sources in sampling location may 
be found.  PEM BC concentrations measured in location C and at a site where vegetation and 
structures were minimal (“mild”) had a visible tendency to be higher as the number of burning 
sources in the location increase. A moderate level of vegetation and structures also seemed to 
have a similar pattern, though less clearly in comparison to the mild level. A similar relationship 
was seen for the dependent variable, number of upwind burning sources, as shown in 
Figure 9.13. Box plots showing differences in PEM BC concentrations are further detailed in 
Figure 9.14, showing a tendency for BC concentrations to be higher in location C and in 
instances of mild levels of surrounding vegetation and structures. 
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Figure 9.12  Normalized 12 hour filter (PEM) black carbon concentration (ln(BC)) versus number 
of burning sources in the division, as shown in Figure 9.10, sorted by location and level 
of vegetation and structures surrounding PEM for IOPs 2b through 10b 

The lnPEMBC transformation (as opposed to untransformed PEM BC concentration), 
makes the differences between variables more visible. 
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Figure 9.13  Normalized 12 hour filter (PEM) black carbon concentration (ln(BC)) versus number 
of upwind burning sources in location sorted by division, as shown in Figure 9.10, and 
level of vegetation and structures surrounding PEM for IOPs 4b through 10b 

The lnPEMBC transformation (as opposed to untransformed PEM BC concentration), 
makes the differences between variables more visible. 
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Figure 9.14.  Box plot showing normalized 12 hour filter (PEM) black carbon concentration 
(ln(BC)) by division, as shown in Figure 9.10, and degree of PEM obstruction for 
IOPs 2b through 10b 

Box plots denote 1st and 3rd quartile, and median value for all concentrations.  The 
whiskers indicate the maximum and minimum values. Each star represents an outlier identified 
by Minitab.  The lnPEMBC transformation (as opposed to PEM BC concentration), makes the 
differences between variables more visible. 
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10 Physical Modeling 
Mechanical modeling methods can estimate pollutant concentrations with relatively high 

resolutions within small areas, however many models require highly detailed and accurate 
mechanistic information that may be economically impractical (Valari & Menut, 2010). 
Dispersion models belong to a category of mechanical models which rely on meteorological and 
geographical information which is often readily available.  Dispersion models are mathematical 
simulations of pollutant travel as it leaves the original source location used to determine pollutant 
concentrations over differing spatial and time characteristics.  Through the use of measured 
terrain, weather, and land use information, pollutant concentrations can be estimated for 
locations where air monitoring does not take place. 

10.1 Background 
Several models and model enhancements have been developed using dispersion as the 

basis for concentration predictions.  American Meteorological Society/U.S. Environmental 
Protection Agency Regulatory Modeling System (AERMOD) is the current EPA-preferred 
dispersion modeling program for near-field regulatory application (US EPA, 2008), officially 
replacing its predecessor, Industrial Source Complex Short Term 3 (ISCST3), on 
December 9, 2006. Both AERMOD and ISCST3 predict the highest concentrations over a 
selected averaging period and specified days and months based on source, terrain, and 
meteorological data input into the programs. To determine the highest pollutant concentration, 
both programs model all concentrations that result as the emission source constantly releases 
pollutants over the different meteorological conditions and as the plume interacts with the 
terrain. 

ISCST3 was developed in 2002 by the US EPA as the third revision to the first ISCST 
program.  Like ISCST and ISCST2, ISCST3 can evaluate plume rise and downwash for Good 
Engineering Practice stack heights and for shorter stacks, but it has also been refined to improve 
algorithms for area sources and dry and wet deposition for the purpose of calculating ground 
level pollutant concentrations at a one hour time-step or higher.  The program assumes steady-
state Gaussian plume dispersion from stationary point, line, area, or volume sources and is 
capable of considering conditions such as complex terrain, stack tip downwash, buoyancy 
induced dispersion, and final plume rise. To calculate ground level concentrations, ISCST3 
considers meteorology, including wind profiles, vertical temperature gradients, and high or calm 
winds (US EPA, 1995). 

With the help of Electric Power Research Institute (EPRI), the US EPA also developed 
ISC–Plume Rise Model Enhancement (ISC-PRIME), to improve predictions of building 
downwash where shorter stacks may cause plumes to become entrained around nearby 
structures.  ISC-PRIME uses the same algorithms as ISCST3 with the exception of the building 
profile input program (BPIP), which has been shown to improve representation of the building 
downwash effect (EPRI, 1997).  These improvements are largely a result of considering 
properties and interactions such as stack location relative to the building, streamline deflection 
over the building, speed deficits or shear impacts on a plume in a wake, and connections between 
two downwash algorithms (US EPA, 2003). 

While a number of options are available on ISCST3 and ISC-PRIME (ISCST3 combined 
with BPIP), the program has several shortcomings often resulting in an overestimation of 
pollutant concentrations in unstable conditions (US EPA, 2003; Trinity Consultants, 2001).  The 
American Meteorological Society/Environmental Protection Agency Regulatory Model 
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Improvement Committee (AERMIC) was formed in 1991 to produce a program with more 
representative modeling capabilities than the US EPA’s ISCST.  The result of AERMIC’s work 
was AERMOD, designed to overcome ISCST3’s weaknesses while also being suitable for 
complex terrain and application over distances less than 50 km (40 CFR Part 51).  While 
AERMOD’s modeling capabilities include a more complete representation of atmospheric 
conditions than ISCST3, it also requires a more extensive database of meteorological conditions.  
Table 10.1 summarizes the meteorological inputs required for each model.  

Table 10.1 Required Meteorological Inputs for ISCST3 and AERMOD 

ISCST3 AERMOD 
Hourly Flow Vector 
Hourly Wind Speed 
Hourly Ambient Temperature 
Hourly Stability Class 
Hourly Rural Mixing Height 
Hourly Urban Mixing Height 

Hourly Flow Vector (deg.) 
Hourly Wind Speed (m/s) 
Hourly Ambient Temperature (K) 
Hourly Solar Radiation 
Hourly Cloud Cover 
Surface characteristics 
Twice daily upper air soundings 

ISCST3 was ultimately selected for this study using model data available for Morro Bay, 
CA from the San Luis Obispo County Air Pollution Control District (SLO APCD) for the years, 
1994, 1995, and 1996, which were the only years for which this data was available. Morro Bay 
is a coastal community with similar climate to Cambria and located approximately 12 miles to 
the southeast.  Twelve hour Morro Bay meteorological data acquired from the SLO APCD was 
selected for each IOP based on its similarity to each IOP’s meteorology.  The meteorology for 
each sampling period as detected by the Marine Terrace station was compared to similar hours of 
meteorology in Morro Bay.  Days between the months of December through April where 
average and median wind speed and temperature were similar between Morro Bay and Cambria 
were selected for use. 

Dispersion modeling was conducted using ISC-PRIME and ISCST3 through the BEEST 
version 9.74 (BEE-Line Software) user interface to predict BC concentrations within the 1 km2 

study area.  Comparing results from the two programs allows for better understanding of the 
impact of building downwash; ISC-PRIME considers building downwash while ISCST3 does 
not.  Both ISC-PRIME and ISCST3 were used to model 12 hour PEM BC concentrations over 
each IOP, the modeled concentrations were then compared to observed concentrations, and the 
results of ISC-PRIME and ISCST3 were compared to one another.  

To conduct dispersion modeling in ISCST3 and ISC-Prime, several characteristics were 
categorized and assumptions were made where data was unavailable.  The Cambria study area 
was characterized as a rural location due to the low percentage of residential land use, about 40 
percent, highly forested terrain, and combination of simple and complex terrain.  Homes, instead 
of all being represented individually, were represented as groups when homes were located close 
to one another, as shown in Figure 10.1 

Because BC fireplace emission data is not readily available, BC emission rates were 
determined based on PM2.5 emission data.  When Purvis et al. (2000) tested standard and EPA-
certified fireplace designs, they found total PM emission rates ranging between 10.3 to 58.4 
grams per hr with PM2.5 to constituting about 83 percent of total PM.  Thus on average, Purvis et 
al. found PM2.5 emissions of 32.9 grams per hour to result from fireplace wood burning.  Gullet 
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et al. (2003) in another study testing EPA-certified fireplaces and woodstoves found emission 
rates to average 23.9 grams per hour, falling into the range observed by Purvis et al.  The average 
of Gullet et al. and Purvis et al.’s observations, a PM2.5 emission rate of 28.4 grams per hour, 
was assumed in the models.  Because BC emissions were measured, BC was assumed to average 
5% of PM2.5 emissions, yielding a BC emission rate of 1.42 grams per hour per source. 

Figure 10.1 Schematic of structure representations in BEEST for dispersion modeling 

Chimneys were assumed to have an exit velocity of 9.3 feet per second, the median 
velocity determined in Dasch’s (1982) study of fireplace emissions. On average, homes were 
approximately 20 feet in height, chimneys were about 25 feet tall, and chimney exit diameters 
were estimated to be about 7.5 inches, a compromise between typical fireplace and wood stove 
diameters.  A sensitivity analysis indicated small differences in modeled concentrations between 
exit diameters ranging between 6 and 12 inches for ISC-PRIME, but ISCST3 concentrations 
differed more widely.  Because the “stacks” in the case of this study are chimneys located 
slightly above homes at heights much lower than specified for Good Engineering Practice in 
40 CFR 51.100, the stacks in the study area were considered short stacks. 
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Once final BC concentrations were modeled by the ISCST3 and ISC-PRIME programs, 
BC concentrations had to be adjusted to account for the actual time period of source emissions.  
ISCST3 and ISC-PRIME assume each emission source to be emitting throughout the 12 hour 
averaging period, when in fact emissions occur over a much shorter time span.  Based on 
aethalometer data, on average, source emissions occur over about 4.5 hours (37.5 percent) of 
each IOP, most often in the evening and early night time.  To approximately adjust BC 
concentrations modeled by the ISC programs to represent actual emissions, 37.5 percent of the 
ISC modeled concentrations were taken as the 12 hours integrated average BC concentration in 
the area.  It is important to note that taking a factor of the modeled concentration is an 
approximate method that does not account for diurnal meteorological variations.  Because the 
ISC programs tend to choose the time interval where meteorological characteristics will yield 
higher concentrations (i.e. lower wind speeds and mixing height), modeled BC concentrations 
can be higher than would be expected under actual conditions.  Modeled concentrations of zero 
were set to the average of zero and the lower detection limit, so that model zeros were assumed 
to be the same value used for non-detectable PEM samples (30.26 ng/m3) to improve comparison 
with measured data. 

10.2 Dispersion Modeling Results 
Dispersion modeling using ISC-PRIME and ISCST3 for the Cambria study area resulted 

in a majority of under predicted concentrations.  On average, the modeled-to-measured BC 
concentration ratio was 0.14, ranging from 1.3x10-5 to 2.14, and 0.09, ranging from 1.2x10-5 to 
0.88, for ISC-PRIME and ISCST3, respectively.  Box plots shown in Figure 10.2 demonstrate 
the distribution and prevalence of ratios between a 1st and 3rd quartile value of 0.02 and 0.14 for 
ISC-PRIME and 0.02 and 0.09 for ISCST3. 

While both models tended to yield BC concentrations less than the measured BC PEM 
concentrations, ISCST3 underestimated concentrations more often than ISC-PRIME.  The 
overall tendency to under predict concentrations was not expected for ISCST3, but has been seen 
to occur for ISC-PRIME. ISCST3 was expected to predict higher-than-observed concentrations 
under complex terrain as discussed by US EPA (2003) and Perry et al. (2005). When observing 
the modeled-to-measured BC ratio relative to the magnitude of measured BC concentrations for 
ISC-PRIME, as shown in Figure 10.3, BC concentrations over predicted by ISC-PRIME only 
resulted when measured concentrations were low.  The same tendency was observed for ISCST3 
predictions as shown in Figure 10.4. Both figures also show that the highest observed BC 
concentrations were always under predicted by both ISC-PRIME and ISCST3. Since very high 
concentrations result when a nearby source directly influences a sampler, this under prediction 
most likely results from an inability to capture this very localized effect in the models. High 
modeled-to-measured BC ratios are less than 5 percent of all observed ratios and high measured 
concentrations are less than 5 percent of all PEM concentrations.  

The disparities between this study’s results and the results of the previous studies likely 
resulted due to several assumptions made in the modeling process and the meteorological data 
used.  Because emission rates and stack characteristics can vary widely, it was only within this 
study’s means to use approximated values.  Emission rates are highly variable not only amongst 
homes, but also amongst fireplaces and even between burning events in the same fireplace  In 
addition, all stacks were approximated to be identical, although it is likely that exit flue heights 
and diameters differ significantly throughout the area.  The approximation of all of these 
characteristics reduced the accuracy of the modeled results.  If assumptions such as source 
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strength, emission time, and BC fraction were significantly low then this could lead to model 
under prediction.  Another factor that may lead to model inaccuracy is the complex terrain and 
surface features of the study area.  Streets, trees, and other obstructions can lead to air flow 
channeling which may significantly divert flow patterns and downdrafts around these 
obstructions can lead to enhanced surface concentrations.  These types of complex, near-field 
effects may not be well captured by the models. 

Figure 10.2  Box plots showing the ratio modeled black carbon to measured black carbon for ISC 
Prime and ISCST3 for all 12 hour integrated filter samples over all intensive 
operational periods (IOPs) 

Box plots denote 1st, median, and 3rd quartile for all concentrations.  The whiskers 
indicate the maximum and minimum values. 
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Figure 10.3  ISC-PRIME modeled versus measured BC concentration for all samples over all IOPs. 
The dotted line represents a one-to-one ratio between measured and modeled BC 
concentrations. The solid line is an applied trendline with equation and R2 value shown. 
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Figure 10.4  ISCST3 modeled versus measured BC concentration for all samples over all IOPs. 
The dotted line represents a one-to-one ratio between observed and modeled BC 
concentrations. The solid line is an applied trendline with equation and R2 value shown. 
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In addition to model assumptions, the use of Morro Bay meteorological data may have 
contributed to low modeled BC concentrations.  The Morro Bay meteorological data was 
selected based on similarity to the Marine Terrace data because of the similarity between the 
types of stations.  However, the Marine Terrace data had average wind speeds between 3 to 5 
times greater than the near ground level EBAM station which analysis of the aethalometer data 
showed was better able to explain BC concentrations.  Therefore these lower elevation wind 
speeds may have a more significant influence on near-field ground level concentrations than the 
commonly used elevated meteorological measurements, leading to higher than predicted 
concentrations. 

To aid in the analysis of the concentration patterns predicted by the models and patterns 
observed in measured concentrations, factors were determined that would bring average modeled 
BC concentrations close to the measured average. To accomplish this task, different factors were 
determined and applied to the modeled concentrations for each IOP such that the average 
measured BC concentration was equal to the average modeled BC concentration.  Figure 10.5 
shows the resulting modeled-to-observed BC concentration graphs. 

For some IOPs, both the ISCST3 and ISC-Prime models yielded contours that were 
similar in many details. For instance, Figure 10.6 shows model contours for IOP 6b with 
measured PEM BC shown as circles with the concentrations denoted by using the appropriate 
color based on that contour map’s scheme. For this IOP, both models yielded contour maps with 
similar shapes, although there is still some variability in the details. Each model predicted peak 
areas in similar locations and low concentrations in the northwestern portion of the study area.  
The measured concentrations show some features that are similar to the models; however 
measured concentrations tend to exhibit a wider spread of the contours, indicating more 
dispersion. On the other hand, for some IOPs the two models yielded very different contours.  
Figure 10.7 shows the modeled contour maps for IOP4b.  In this instance, ISC-PRIME predicts 
relatively consistent concentrations over much of the study area with a single peak in the 
southwest.  However, ISCST3 predicts a concentration ridge running along the southeast border 
of the study area. For this IOP, ISC-PRIME appears to do a better job of representing the 
measured concentrations, although the model predicts low concentrations where the PEM 
measurements were highest, in the south corner and west corner of the study area. Differences 
between ISC-PRIME and ISCST3 BC dispersion were usually small where average wind speed 
was less than 3 mph (IOP 4b), but increased when average wind speeds were above 3 mph (IOP 
6b).  This is an indication that building downwash becomes less significant when wind speeds 
are low.  In general, both models were able to capture some of the features shown in the PEM 
measurements during some IOPs, but not during others. For instance, ISC-PRIME captured BC 
dispersion well for IOP 4A, but not as well for IOP 4B (Figure 10.8).  Still, for IOP 4B, ISC-
PRIME identified higher concentrations on the southwest part of the study area and then 
decreasing concentrations in the north east direction.  ISC-PRIME was sometimes able to 
accurately predict the location where the highest BC concentration occurred, while ISCST3 was 
less often able to do so.  Figure 10.9 shows two examples (IOPs 9B and 10B) where dispersion 
was not well modeled by both ISC programs.  The locations of the highest measured BC 
concentrations were not identified by ISC-PRIME and ISCST3 and locations of low 
concentration were often identified as locations of high concentration. 

When observing wind speeds for IOPs 4A, 4B, 9B, and 10B along with other IOP 
contours and their respective wind speeds, ISC-PRIME and ISCST3 seem to more accurately 
model pollutant dispersion at average wind speeds less than 3 mph.  Based on the Marine 
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Terrace meteorological station, IOPs 4A and 4B had wind speeds of 2.5 and 2.6 mph, 
respectively, and IOPs 9B and 10B had wind speeds of 5.6 and 3.3 mph, respectively. 
Unfortunately, neither model consistently provided an accurate picture of variability within the 
study area. 
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Figure 10.5  Corrected modeled BC versus observed BC concentration for the ISC-PRIME and 
ISCST3 models after adjustment of average modeled values to match the average 
measured values. The dotted line represents a one-to-one ratio between observed and 
modeled BC concentrations 

84 



 
 

 
 

 
 

   
   

  

 
  

  

IOP 6B !SC- PRIME IOP 6B ISCSTs 

Low High 
Low 
Hi h 

Figure 10.6  ISC-Prime and ISCST3 dispersion model contour maps for IOP 6b.  Modeled values have been adjusted so that the average 
modeled concentration equals the average measured concentration. Measured values are represented by circles shaded to 
match the concentration scale of the model. 
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Figure 10.7  ISC-Prime and ISCST3 dispersion model contour maps for IOP 4b. Modeled values have been adjusted so that the average 
modeled concentration equals the average measured concentration. Measured values are represented by circles shaded to 
match the concentration scale of the model. 
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Figure 10.8 ISC-PRIME contour plots for IOPs 4a and 4b. Modeled values have been adjusted so that the average modeled concentration 
equals the average measured concentration. Measured values are represented by circles shaded to match the concentration scale 
of the model. 
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Figure 10.9  ISCST3 contour plot for IOP 9b and ISC-PRIME contour plot for IOP 10b. Modeled values have been adjusted so that the 
average modeled concentration equals the average measured concentration. Measured values are represented by circles 
shaded to match the concentration scale of the model. 
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11 Transfer of Wood Smoke Indoors 
Assessing the impact of wood smoke exposures on the local residential population 

requires an understanding of both indoor and outdoor concentrations since studies have shown 
that Californians spend eighty-seven percent of their time indoors (Jenkins et al., 1992).  This is 
expected to be especially true for times when wood smoke concentrations are high (evenings, 
nights, and during cold weather) when people would be more likely to be inside their homes. So 
although ambient monitoring is a vital component of exposure assessment, the indoor 
concentration also plays a significant role.   

11.1 Methods 
The relationship between indoor and outdoor concentrations for a conservative tracer can 

be described using the mass balance equation shown in Equation 11.1.  

𝝏𝑪𝒊𝒏 = (𝑪𝒐𝒖𝒕 − 𝑪𝒊𝒏)𝝀𝒗 (11.1) 
𝝏𝒕 

where Cin = indoor concentration (µg/m3), 
Cout = outdoor concentration (µg/m3), 
t = time (hr), and 
λv = air exchange rate (h-1). 

Equation 11.1, however, does not account for the generation and loss processes that occur for 
non-conservative pollutants and in real environments. Figure 11.1shows some of the processes 
which can influence concentrations of particles within residences. Equation 11.2 (Thatcher et 
al., 2001) shows a mass balance equation which accounts for these processes and can be used for 
particulate pollutants under most circumstances in the indoor environment. 

𝝏𝑪𝒊𝒏 = (𝑪𝒐𝒖𝒕𝑷 − 𝑪𝒊𝒏)𝝀𝒗 − 𝑪𝒊𝒏𝒌𝒅𝒆𝒑 + 𝑮 + 𝑺 + 𝑭 + 𝑲 + 𝑯 + 𝑹 (11.2) 
𝝏𝒕 

where P = dimensionless penetration factor, 
kdep = deposition loss rate (h-1),  
G = generation of particles from indoor sources (µg/m3•h), 
S = particle formation through gas/particle exchange (µg/m3•h), 
F = particle formation due to reaction (µg/m3•h), 
K = particle size change through coagulation (µg/m3•h), 
H = particle size change through hygroscopic growth (µg/m3•h), and 
R = generation of indoor particles from resuspension (µg/m3•h). 

This study was designed so that most of the terms above can be assumed to be negligible 
despite the inherent complexity of the relationship between indoor and outdoor concentrations.  
By assuming that the wood smoke particles are inert and that resuspension is negligible (which is 
reasonable based on their submicron size), Equation 11.2 simplifies to Equation 11.3 (Hering et 
al., 2007) for a home without indoor generation.  

∂CI 

∂t 
= COPλV − CI (λV + kdep ) (11.3) 
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The model described by Equation 11.3 has 2 concentration parameters (indoor and 
outdoor concentration) and three transport parameters (penetration, air exchange rate, and 
deposition loss rate).  The penetration factor (P) refers to the fraction of particles that pass 
through the shell of the building with the infiltrating air. The deposition loss rate defines particle 
losses due to deposition onto all indoor surfaces (/hr).  The final transport parameter is the air 
exchange rate which describes the airflow through the building divided by the building volume 
(/hr). 

Infiltration 

Deposition 

Exfiltration 

Formation 

Resuspension 

Filtration 

Sources 

Coagulation 
Growth 

Figure 11.1 Important processes which can influence the concentrations of particles in the indoor 
environment 

Because mechanical and natural ventilation were not present in the study homes, the only 
method of air exchange was infiltration through the building shell.  The primary driving force for 
infiltration is indoor/outdoor pressure differences.  These pressure differences arise from wind 
impacting on exterior surfaces and/or the temperature difference between the interior and 
exterior.  

Due to homeowner concerns, we were unable to provide direct measurements of air 
exchange rate for the study home.  Consequently, a series of testing using aethalometers placed 
indoors and outdoors at a residence were used to estimate the air exchange rate using a time 
dependent model.  In addition, the values obtained from the aethalometer model were compared 
to the air exchange rate estimated using a model developed Lawrence Berkeley National 
Laboratory which estimates infiltration rates based upon the temperature difference, wind speed, 
and building and environmental factors (Sherman & Grimsrud, 1980).  The model shown in 
Equation 11.4 describes infiltration rate (hr-1). 
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2∆T + fW (11.4) AFLOOR H 

where Aleak (m2) = the total leakage area of the building, 
Afloor (m2) = floor area of the building, 
H (m)  = building height, 
fs (ms-1K1/2) = the stack parameter determined by the geometry of the building,  
∆T (K)  = absolute temperature difference, 
fw (unitless) = the wind factor determined environmental shielding, and 
W (m/s) = the wind speed. 

11.2 Indoor/Outdoor Ratios 
The average indoor/outdoor ratio is a traditional and easy to use method for describing 

the relative concentration of a pollutant in the indoor environment.  Typically the time integrated 
indoor and outdoor concentrations are measured and the ratio between them is used to estimate 
the indoor concentration for a given outdoor concentration. It is important to note that only long 
term averages are useful for determining the ratio.  Since changes in outdoor concentration are 
transmitted slowly through the building shell (often described as an apparent time lag in the 
concentration series), the indoor/outdoor ratio at any particular time is more dependent on recent 
changes in outdoor concentration than on characteristics of the home or pollutant.  Figure 11.2 
illustrates the theoretical indoor concentration response for a hypothetical spike in the outdoor 
concentration for a conservative pollutant when the air exchange rate is 0.5/hr.  For a 
conservative pollutant with no indoor sources, the theoretical indoor outdoor ratio (I/O) is 1.0 for 
long sampling periods. In this example, the I/O for the 24 hours shown is 0.98, close to the 
theoretical value of 1, indicating that only a small portion of the indoor concentration ‘tail’ is not 
accounted for.  However, for shorter sampling periods, the I/O ratio obtained is dependent on 
where the sampling period lies in relation to the outdoor concentration peak. Figure 11.3 
illustrates the importance of choosing an appropriate sampling period by showing the 
dependence of I/O ratio on the start time for a hypothetical 8 hour sampling period.  The I/O 
ratio has a minimum of 0.16 that occurs when samples are taken from hours 1.6 to 9.6.  In that 
instance, sampling includes the start of the outdoor peak but concludes before the indoor 
concentration rises significantly.  Conversely, the maximum I/O ratio of 6.8 is obtained for 
integrated samples taken between 10 and 18 hours.  In this example, hour 10 is the point where 
the outdoor concentration has decreased and is equal to the indoor concentration.  Since the 
indoor concentration decays slowly, the I/O ratio is artificially high. 

In addition to the need to collect samples over an entire peak event, there are also 
inherent uncertainties introduced when extrapolating a given indoor/outdoor ratio to represent 
indoor concentrations under differing circumstances.  This is illustrated in Equation 11.5 which 
is a rearrangement of Equation 11.3 for steady state conditions.  This formulation assumes that 
indoor generation is negligible and the outdoor concentration is uniform across the building 
shell, a condition that is typically well satisfied for ambient pollutants but which may not hold 
when sources are near the building. 
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Figure 11.2 Calculated indoor concentration response to a theoretical spike in outdoor 
concentration for a conservative pollutant with an air exchange rate of 0.5/hr (based on 
a mass balance model) 

0 

1 

2 

3 

4 

5 

6 

7 

8 

0 2 4 6 8 10 12 14 16 18 20 

I/
O

 R
at

io
 fo

r 
8 

H
ou

r F
ilt

er
 P

ai
rs

 

Filter Start Time (hr) 

8 Hour Indoor/Outdoor Ratio for Concentrations in Figure 10.2 
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𝑪𝒊𝒏𝒅𝒐𝒐𝒓 𝑷𝝀𝒗 = (11.5)
𝑪𝒐𝒖𝒕𝒅𝒐𝒐𝒓 𝒌𝒅𝒆𝒑+𝝀𝒗 

Equation 11.5 shows that the average indoor/outdoor ratio is a function of three factors: 
the air exchange rate, which depends on meteorology and home construction, the deposition rate, 
which depends primarily on particle characteristics, and the penetration rate, which depends 
primarily on particle characteristics but is also influenced by infiltration rate. Therefore, a given 
indoor/outdoor ratio is most accurate when it is applied to homes with similar infiltration 
characteristics and under similar meteorological conditions. This means that not only can two 
homes in the same region have different indoor/outdoor ratios for the same time period, but also 
that the ratio for the same home will typically vary with meteorology. Nevertheless, 
indoor/outdoor ratios are a useful construct to provide a basic understanding of indoor 
contaminant levels. 

For this study, 12 hour integrated filter samples were taken simultaneously indoors and 
directly outdoors at a residence and analyzed for black carbon using optical absorbance. 
Samples were collected to coincide with an IOP. Since outdoor black carbon concentrations 
typically peaked in the early evening and decreased around midnight, this timing had a higher 
probability of capturing an entire peak event. A total of 14 pairs of filter samples were collected, 
however 4 of the pairs had at least one filter below the detection limit and 2 filters had sampling 
errors.  By supplementing the filter data with aethalometer data, 13 indoor/outdoor pairs were 
complete as shown in Table 11.1. 

Table 11.1 Indoor/outdoor ratios for 12 hour integrated black carbon concentrations by residence 
and intensive operation period (IOP) 

IOP Residence I/O Ratio 
1a E 0.99a 

2a E 0.86 a 

3a E 0.42 a 

4a E 0.87 
7a E 1.06 a 

8a E 0.87 a 

1a G 0.69 
3a G 2.97b 

4a J 1.96 
3a M 0.86 
4a M 0.69 
7a M 0.45 
8a M 2.25b 

Average 0.88c 

Standard Deviation 0.41 
a ratio includes concentrations integrated from an aethalometer, b resident operated fireplace during test, 

c ratios from 3G and 8M were excluded from the average due to fireplace usage 

Although there is a large amount of variability in the indoor/outdoor ratios, the average 
indicates that the indoor environment is not highly effective at reducing exposures to black 
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carbon from residential wood smoke generated in the near-field.  As can be seen in Equation 
11.5, a value for I/O close to one can result either from high air exchange rates, low loss rates, or 
a combination of theses factors.  If the relatively high ratio resulted from a higher than normal air 
exchange rate, then these conclusions would be expected to have limited applicability to other 
residences.  However, if the high I/O ratio is due to low loss rates then a similar ratio would be 
expected in other residences.  Abnormally high air exchange rates would not be expected for this 
study, since wind speeds were low, indoor/outdoor temperature differences were moderate, 
windows were closed, and homes were of standard construction and well maintained.  On the 
other hand, relatively fresh wood smoke particles would be expected to be small, trending toward 
the accumulation mode. Particles in this size range don’t settle or diffuse quickly, leading to low 
loss rates. 

To help confirm the findings of the filter based measurements, additional tests were 
performed at residence E.  A total of 16 burning events were recorded between 
November 30, 2008 and March 20, 2009, defined as a substantial increasing in outdoor black 
carbon concentration followed by a return to concentrations pre-event.  These events usually 
began around 6 to 8 PM and the time period for the outdoor concentration increase ranged from a 
few hours to less than an hour.  Figure 11.4 shows the indoor and outdoor BC concentrations for 
a single burning event.  The length of the time lag between the start of elevated outdoor 
concentrations and the indoor response is an indication of a relatively low air exchange rate. 

Figure 11.4  Indoor and outdoor aethalometer black carbon concentrations (10 minute averages) 
for home E in Cambria, CA 

Measured indoor concentrations were compared with modeled indoor concentrations to 
estimate air exchange rate, penetration factor, and deposition rate.  A mass balance model was 
developed and parameters were fit using a minimization of the sum of squared differences 
between the modeled and measured indoor concentrations.  The model assumed re-suspension, 
chemical reactions, and source generation inside the home were negligible. Minimal foot traffic 
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during the night hours allowed the dismissal of re-suspension. Because black carbon is relatively 
non-reactive, chemical reactions were assumed to be insignificant.  Finally, the home was chosen 
such that the residents did not burn firewood, eliminating source generation.  Cooking is a 
possible generation source of black carbon, however no anomalous increases in black carbon 
concentrations were observed indoors. Based on these assumptions, the following time 
dependent mass balance equation was used to model indoor concentrations. 

𝐶𝐼,𝑡 = 𝐶𝐼,𝑡−1 + �𝐶𝑜,𝑡−1𝑃𝜆𝑣,𝑡 − 𝐶𝐼,𝑡−1(𝜆𝑣,𝑡 + 𝑘𝑑𝑒𝑝)� ∆𝑡 (11.6) 

It was assumed that infiltration and deposition loss rates were constant throughout the 
event. The infiltration rate, however, is unlikely to remain constant throughout the burning 
evening, since it is dependent on meteorological conditions and indoor/outdoor temperature 
difference. Consequently, the value for infiltration rate was allowed to vary every 2 hours. For 
minimization, the Solver program for Microsoft Excel, developed by Frontline Systems was 
used.  This program calculates optimal solutions to models within Excel, when the objective is to 
find maximum or minimum values based upon inputs and constraints, if needed.  The infiltration 
model used the minimization of the sum of squared differences between the measured and 
modeled indoor concentrations normalized by dividing the difference term by the measured 
concentration.  Normalization deemphasizes high concentrations, which may otherwise shift the 
parameters to minimize small regions of high concentrations. 

2 
𝑆𝑆𝐷 = ∑ �𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑−𝐶𝑚𝑜𝑑𝑒𝑙𝑒𝑑� (11.7) 

𝐶𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 

where Cmeasured(ng/m3) = indoor concentration of black carbon determined by the 
aethalometer , 

Cmodeled (ng/m3) = concentration of black carbon determined from the indoor 
infiltration model 

One issue that arises when using this method is that the equation is over parameterized, 
that is, there can be more than one value for each parameter that minimizes the sum of squared 
differences.  Depending on the starting values for each parameter, Solver may find different 
solutions for minimization. To provide a more robust solution, deposition rates and penetration 
factors were calculated based on periods of relative dominance for each term. The deposition 
rate has a greater influence on the concentration of indoor BC when indoor concentrations are 
larger than outdoor concentrations (decreasing indoor concentrations) while the penetration 
factor has a greater influence when outdoor concentrations are higher than indoor concentrations 
(increasing indoor concentrations). Consequently, the penetration factor was fit only during 
periods when indoor concentrations were increasing and the deposition rate was fit only during 
periods when indoor concentrations were decreasing. This method is based on the analytical 
method developed by Thatcher et al. (2003). Figure 11.5 compares the modeled indoor 
concentrations with measured concentrations for the burning event on March 16-17, 2009.  
Although the fit is generally good, the slight difference in the lag at the beginning of the burning 
event indicates that the air exchange rate may be slightly higher than the model predicts. Figure 
11.6 compares modeled and measured concentrations over the same burning event. Across all 16 
burning events, the slope of the model fitting line varied between 0.88 and 1.02 with an average 
of 0.98.  The lowest R2 for the model fit was 0.93 and the average for all events was 0.97. 
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Figure 11.5  Modeled versus measured indoor black carbon aethalometer concentrations for Home 
E on March 16-17, 2009 
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Figure 11.6  Model fit for the burning event on March 16-17, 2009 shown in Figure 11.5 
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For the 16 burning periods, the average air exchange rate for the home was 0.26/hr ± 
0.08/hr. This value is lower than the wintertime average residential air exchange rate of 0.55/hr 
reported in the review by Thatcher, et al. (2001).  However, wind speeds were low during most 
of the study and average outdoor temperatures, while cool, are not as cold as winters in many 
regions. Consequently, the lower driving forces would be expected to lead to lower air exchange 
rates. 

The air exchange rates determined by the mass balance model were compared to those 
calculated using the LBNL infiltration model in Equation 11.4. For use in the model, regional 
temperature and wind speed was gathered at a weather station located 1.7 miles southwest from 
the residence using wunderground.com. Indoor temperature was recorded using a HOBO 
environmental data logger.  The house was assumed to have equal distribution of air infiltration 
giving a value of X= 0 and R= 0.67. Because the home was one story, the height was assumed to 
be 2.5 m giving a value of fs = 0.13 m•s-1•K-1/2.  Since Cambria is located in a heavily forested 
area, it was classified as terrain class 4. The shielding factor was classified as a class 4 because 
of the heavy shielding provided by the trees. The resultant wind factor, fw, was calculated at 
0.062. The leakage area was calculated using an average normalized leakage area for California 
determined by Sherman & Dickerhoff, (1998).  Using a building height of 2.5 m, ALeak/AFloor = 
0.00073. Using these model parameters, the average air exchange rate over the 16 burning 
periods was 0.44/hr ± 0.02/hr.  This value is higher that the exchange rate calculated using the 
mass balance model.  This may indicate either that the model under predicts air exchange or that 
the residence used in our study is more tightly constructed than the average California home.  
However, either value of air exchange rate, 0.26/hr or 0.44/hr, indicates that the home used in 
this study was not unusually leaky and therefore minimal protection from near-field wood smoke 
is afforded by an average home. 

Based on the mass balance model, the average deposition rate was 0.08/hr ± 0.03/hr and 
the average penetration factor was 0.97 ± 0.02.  These values are consistent with the expectation 
that many recently generated BC particles will be accumulation mode or smaller. Although most 
studies investigate penetration factors and deposition rates based on particle size and not aerosol 
source, similar findings have been suggested by various authors.  For wood smoke, particle size 
distributions have been reported between 30-100 nm in diameter (Davy et al., 2007), 38 ± 11 nm 
in diameter (Kocbach et al., 2005) and 100-200 nm in diameter (Kleeman et al., 1999). Some 
coagulation could be expected as these studies examined particles from freshly burned sources.  
Differences in burning conditions, type of wood, and time since combustion have the most 
predominate effects on the size distribution. Thatcher, et al. (2001) reported a wide range of 
deposition rate values in their review, with a general trend showing a decrease in deposition rate 
as particle size decreased down to around 0.4 µm and then a leveling off of the rate. Wallace 
(1996) reviewed indoor particles studies for a large number of homes and reported an average 
deposition loss rate for ambient particles of 0.39 ± 0.16 h-1 for PM2.5, which is expected to be 
larger than the median wood smoke particle in this study.  For median optical diameter particles 
less than 0.225 µm, Thatcher et al., (2003) reported average deposition rates ranged from 
0.12 - 0.3 hr-1, while penetration factors ranged from 0.8 - 1. These previous results are 
consistent with our findings that deposition and penetration losses have only a slight mitigating 
effect on indoor concentrations. 

Using the air exchange rate, deposition rate, and penetration factor from the mass balance 
model in the steady state indoor/outdoor equation (Equation 11.5) yields an estimated 
indoor/outdoor ratio of 0.74, which is 16% lower than the average ratio for the filter samples 
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(0.88).  If the air exchange rate from the LBNL infiltration model yields an I/O ratio of 0.82.  
Due to the high penetration factors and low deposition rates, simple indoor/outdoor models can 
adequately represent indoor conditions in most cases. Although indoor concentrations are 
reduced relative to adjacent outdoor concentrations, the variation between different locations 
outdoors is more significant than the variation between indoor and outdoor concentrations. 

12 Intake Fraction 
One way to approach the analysis of the impact of near source concentration variability is 

using the fraction of the emissions that are inhaled by individuals (Lai, et al 2000). Intake 
fraction methodology can be used to quantify the relationship between pollutants that are emitted 
and their intake by populations (Bennett, et al. 2002).  The concept is especially useful when 
comparing the potential impact on populations between two different sources or mitigation 
measures.  A recent ARB report (Marshall and Nazaroff, 2004) built upon this concept, 
discussing the implications of the intake fraction on the relative impact of emission sources. 
They describe intake fraction as “ a metric that summarizes the emission-to-inhalation 
relationship, (that) may be useful in policy decisions because it facilitates comparisons among 
sources in terms of their exposure potential.”  For a primary pollutant, like wood smoke, the 
intake fraction is defined as the mass of the pollutant inhaled (by all exposed individuals) divided 
by the emissions of that pollutant.  For a pollutant that is equally distributed throughout an air 
basin, the intake fraction is calculated using the average concentration for the air basin and the 
total population.  However, for a pollutant that has receptors within the localized plume area, 
intake fraction can be significantly increased. In addition, if elevated concentrations and 
concentration peaks occur within neighborhoods, they will lead to elevated risks for those 
individuals.  The primary concern for our intake fraction analysis is whether near field 
concentration variability has a significant impact on overall intake fractions. Previous studies, as 
summarized by Marshall and Nazaroff (2004), have shown that emissions sources that are farther 
from the people who are impacted (such as taller stacks or rural emissions) can have significantly 
lower intake fractions (up to an order of magnitude) than those that are closer.  

Intake fraction (iF) is defined as the mass intake of a pollutant by an individual or group 
of individuals divided by mass released into the environment.  The intake fraction for a particular 
source depends on a variety of factors such as emission location relative to receptors, 
meteorology and transport, loss mechanisms, and population distributions. Consequently, intake 
fractions for a particular type of source will vary from day-to-day and location-to-location.  
When comparing intake fractions for different source types, it is important to consider all of the 
factors which can influence the results. 

12.1 Methods 
Intake fraction (iF) is defined as the ratio of pollutant intake over pollutant emissions.  It 

can be calculated as: 

∑𝑖 𝑄𝐵𝐷𝐸𝑃𝑖𝐶𝑖 𝑖𝐹 = 
𝐸 

(12.1) 

where QB is the average breathing rate for the population (m3/person hour), DE is the duration of 
exposure (hour), Pi is the population in area i, Ci is the concentration in area i (g/m3), and E is 
the mass of emissions (g) which lead to the concentrations Ci. This approach has been used by 
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Ries, et al. (2009) for wood smoke intake for a large metropolitan region. Using regional data 
for Vancouver, Canada during 2004-2005, they estimated an iF of 13 × 10-6 for PM2.5 from 
urban wood combustion. 

An important question in this study was whether intake fraction calculations would be 
significantly impacted if near-field effects were taken into account. Comparing the intake 
fractions impact requires that we compare intake fractions with and without taking into account 
near field exposures. Calculating intake fractions requires an accurate estimation of emissions, 
exposure concentrations, and the population affected. However, these factors would need to be 
estimated for this study since they were not measured.  This leads to additional uncertainty in the 
actual value of the intake fraction.  In addition, intake fractions are highly dependent on site 
specific conditions, such as the spacing of the homes, number of occupants, and size of the area 
for which the intake fraction is calculated.  For instance, it would be expected that the calculated 
intake fraction would be larger if a there were a larger area taken into consideration down wind. 

Fortunately, for a single neighborhood many of the relevant parameters will be the same 
for both the near field and non-near-field calculations. This allows the calculation of the impact 
of near-field effects on iF without the use of estimated values for sources. It also requires fewer 
assumptions about factors such as average number of occupants per house and breathing rate, 
assuming only that they are consistent within the region. Consequently, it is possible to reduce 
the data required for the calculation by considering the relationship between the two iFs. A 
measure of this impact is the ratio of the intake fraction determined from locally specific data 
(iFLocal) to the iF determined using the average concentration for the area (iFave), such as would 
be obtained from a regional monitoring site. In this instance, the duration (DE) and the mass of 
emissions (E) would be the same for both iFLocal and iFave. If there are no known differences 
between the populations in the local areas, then it is also reasonable to assume that the breathing 
rate (QB) and average number of people per home would be the same. Therefore, based on 
Equation 12.1, the ratio of iFs would be: 

𝑖𝐹𝐿𝑜𝑐𝑎𝑙 ∑𝑖 𝐻𝑖𝐶𝑖 𝑖𝐹𝑟𝑎𝑡𝑖𝑜 = = (12.2) 
𝑖𝐹𝑎𝑣𝑒 𝐻𝐶𝑎𝑣𝑒 

where Hi and H are the number of homes in area i and the number of homes in all areas, 
respectively. This ratio can be calculated without calculating iFlocal or iFave separately. Since 
dispersion modeling results did not provide an adequate description of measured concentrations, 
for these calculations average concentrations were based on PEM BC measurements. The study 
area was divided into seven sections, as shown in Figure 12.1.  For each IOP, the average 
concentration for all PEMs within that section was used to represent the concentration in that 
region (Ci). The average concentration for the overall study area was determined using an area 
weighted average of the Ci 

𝐶𝑎𝑣𝑒 = ∑𝑖 𝐹𝑖𝐶𝑖 (12.3) 

where Fi represents the fraction of the total study area represented by region i. If there were no 
PEMs in an area for a particular IOP, then the concentration from the adjacent area with the most 
similar characteristics was used. Table 12.1 shows the fractional area and number of houses for 
each of the regions in Figure 12.1. Information for this table was based on satellite imagery of 
the area. 
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Figure 12.1 Study area divisions used for intake fraction calculations 

Table 12.1 Fractional area and number of houses in each division shown in Figure 12.1 

Area Fraction of Total Area Number of Houses 
A1 0.11 9 
A2 0.23 35 
A3 0.24 22 
B1 0.08 30 
B2 0.09 52 
C1 0.12 63 
C2 0.13 122 

100 



 
 

    
    

   
   

      
 

     
    

  
    

  
  

  
    

  
    

    
   

   
   

  
  

   
 

      
  

  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

 

12.2 Near-field Effects on Intake Fraction 
The intake fraction ratio (iFratio) is shown for the various IOPs in Table 12.2.  The 

minimum iFratio was 0.98, the maximum was 1.78, and the average was 1.25.  Note that IOPs 7a 
and 8a both have a significant fraction of samples below the detection limit, which may make 
these iFratio appear to be closer to one than they actually are. The fact that the iFratio was larger 
than 1 for all but 2 IOPs is consistent with the observation that concentrations tended to be 
higher in the regions with higher home density.  Although this tendency may not hold true for all 
other locations, areas with higher home density will generally also have a higher density of 
sources.  This can be expected to typically lead to higher intake fractions, as seen in this study. 

In addition to the impact that near-field effects have on intake fractions on the 
neighborhood level, the impact on exposures to individuals can be substantial.  In this study, 
concentrations varied in a somewhat consistent manner between sampling locations.  This means 
that individuals in some locations were generally exposed to a higher level of wood smoke than 
other individuals who live within the same 1 km2 neighborhood.  For instance, over all IOPs, a 
person living by sampler D would be exposed to over 3 times the concentration seen by a person 
near sampler B2. An added concern is the very high concentrations seen by some of the 
samplers, apparently due to impingement from nearby source. The highest 12 hour PEM 
concentration was seen at sampler E1 during IOP 5b.  The concentration at E1 was more than 10 
times higher than the average of all of the other PEM concentrations during this IOP, and 6.7 
times higher than the next highest PEM. This means that even during periods of relatively good 
air quality, individuals located near a local source of wood smoke can receive substantial 
exposures.  For sensitive individuals this could lead to health effects even when air quality 
measurements indicate no risk. 

Table 12.2 Intake fraction ratio by IOP based on concentrations and housing densities by division 
as shown in Table 12.1 

IOP iF ratio 
1a 0.98 
2a 1.35 
3a 1.18 
4a 1.09 
7a 1.03 
8a 0.98 
2b 1.78 
3b 1.53 
4b 1.30 
5b 1.10 
6b 1.26 
7b 1.54 
8b 1.30 
9b 1.10 

10b 1.30 
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The intake fraction ratio calculated here is not affected by the impact of sheltering 
indoors, since the calculation is based on the assumption that individuals spend an equal amount 
of times indoors for both the iFLocal and iFave scenarios.  However, the iF for an individual will 
be impacted by the amount of time spent indoors.  In Section 11.2, average indoor/outdoor ratios 
between 0.74 and 0.88 were estimated, depending on which method was used. This means that, 
based on the relative efficiency with which wood smoke enters the indoor environment, 
sheltering indoors will reduce an individual’s risk by about 15 to 25 percent over the risk to an 
individual spending the entire time outdoors. 

The intake fraction ratio calculations did not require the determination of the local or 
average intake fractions.  To determine these values, it is necessary to estimate the average 
source strength, the average emission duration, the number of people per household, the average 
breathing rate, the time spent indoors, and the indoor/outdoor ratio. Table 12.3 shows the intake 
fractions calculated using the following parameters: the number of sources per IOP from 
Table 7.1, a source strength of 1.42 g BC/ hour, a source duration of 4.5 hours, a breathing rate 
of 0.83 m3/hr, an exposure duration of 12 hours, an indoor/outdoor ratio of 0.88 with all people 
indoors, and a home occupancy of 3 people/home. 

Table 12.3 Intake fractions calculated using local concentration by study area divisions (iFlocal) and 
the area weighted average concentration for the entire study area (iFave), listed by IOP. 

IOP iF local iF Ave 

1a 5.2E-05 5.3E-05 
2a 2.0E-05 1.5E-05 
3a 1.7E-05 1.4E-05 
4a 3.6E-05 3.3E-05 
7a 6.9E-06 6.8E-06 
8a 3.9E-06 4.0E-06 
2b 1.6E-05 8.9E-06 
3b 2.4E-05 1.6E-05 
4b 3.9E-05 3.0E-05 
5b 3.7E-05 3.4E-05 
6b 2.3E-05 1.9E-05 
7b 3.1E-05 2.0E-05 
8b 2.2E-05 1.7E-05 
9b 1.3E-05 1.2E-05 

10b 9.6E-06 7.4E-06 

Intake fractions for black carbon ranged between a minimum of about 4 x 10-6 to a maximum of 
5 x 10-5 . The average iFlocal was 2.3 x 10-5 and the average iFave was 1.9 x 10-5 .  These values are 
slightly higher than the intake fraction of 1.3 × 10-5 reported by Ries, et al. (2009) for PM2.5 from 
urban wood combustion using regional data for Vancouver, Canada.  However, Vancouver is 
very different from the area used for this study.  It is important to note that the iF ratio 
calculations are not affected by the assumptions used in the iFlocal and iFave calculations. 
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13 Summary and Conclusions 
The purpose of this project was to improve our understanding of the impact of near-field 

effects on wood smoke exposures to individuals within a residential area. To accomplish this, 
field experiments were performed within a residential neighborhood of Cambria, CA. Cambria 
was chosen due to the favorable meteorology, prevalence of wood burning, and lack of 
prominent non-wood smoke PM sources.  Fifteen, 12 hour Intensive Operational Periods (IOPs) 
were conducted during the winters of 2008-09 and 2009-10 when forecasts predicted favorable 
weather for the study (low wind speeds, inversions, low temperatures, and no precipitation). 
During each IOP, 8 to 16 outdoor filter samplers (PEMs) and 1 to 4 aethalometers (measuring 
time resolved black carbon concentrations) were deployed at sample locations distributed 
throughout the study area.  In addition, for some IOPs, samplers and/or aethalometers were 
placed indoors in up to four residences within the study area. Black carbon, a significant 
component of soot, was used as an indicator compound for wood smoke.  The absorption 
Ångström exponent, a metric of how the light absorption of particulate matter varies with 
wavelength and an indicator of wood smoke, was determined by measuring samples using a 
spectrometer. The study was designed to answer four main research questions: 

1. What is the concentration variability associated with wood burning within a residential 
neighborhood? 

2. Can near-source contributions be properly estimated based on information on burning 
patterns, meteorology, and regional monitoring site data? 

3. Does indoor exposure to outdoor wood smoke sources correlate with expected values 
based on simple indoor-outdoor models? 

4. How does the near-source contribution affect intake fraction calculations for wood 
smoke exposures? 

In response to the first research question, the variability of wood smoke within a 1 km2 

residential neighborhood was found to be significant. Filter based measurements of 12 hour 
average concentrations illustrated that the highest concentration was typically several times the 
average concentration of all locations each evening and often nearly an order of magnitude 
higher than the lowest concentration. The standard deviation of concentrations for all of the sites 
measured during a single IOP ranged between 20 and 150 percent of the average concentration 
for that IOP.  Aethalometer black carbon measurements also showed substantial temporal 
variability.  Concentrations typically rose in the early evening (between 5 and 7 p.m.) and peaked 
before midnight. Over a single sampling period, peak black carbon concentrations were 2 to 100 
times higher than the average concentration and up to 2500 times larger than the minimum 
recorded concentrations.  The timing and strength of these peaks varied between aethalometer 
sites. Although the relative concentration between sampling sites was not always consistent, 
general trends indicated that the regions with higher home density in the southwestern portion of 
the study area generally had higher concentrations. Filter black carbon concentrations averaged 
across all IOPs were 2 to 10 times higher at sites with elevated concentrations than they were at 
the sites with the lowest average concentrations. 

The second research question, “Can near-source contributions be properly estimated 
based on information on burning patterns, meteorology, and regional monitoring site data?”, was 
investigated using both statistically-based multiple linear regression models and physically-based 
dispersion models.  Regression models suggest that meteorology, time, and site characteristics 
can potentially account for between 47 and 81 percent of variability in BC concentration and 
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deviation.  However, these models detected curvature and interactions that could not be 
accounted for in the models.  The correlations between BC concentration and deviation and 
explanatory variables determined to be significant were often visually unclear with high 
variability in BC concentration for the same values of explanatory variables. There was little 
consistency between average BC and BC deviation analyses using aethalometer data to indicate 
the more representative weather station for the study area. The analyses suggest a stochastic 
relationship between meteorological representations of an area that may be difficult to resolve in 
the absence of an intensive grid of weather stations within the area of interest.  

Regression analyses of PEM and aethalometer data collected during this study suggest 
that BC is significantly correlated with sampling day, time of day, BC concentrations occurring 
30 minutes apart, location of BC sampling, wind speed, humidity, and potentially wind direction 
and number of burning sources. The relationship between average BC concentration and 
sampling day and time of day was expected due to variations in residential wood burning 
patterns.  Residential wood burning often occurs during periods of cold weather and wood 
burning often begins in the evening when residents return home, with fireplaces allowed to burn 
out as the evening progresses.  Likewise, the high correlation of black carbon concentrations 
occurring 30 minutes apart was expected because of relationships between wind speed, direction, 
and burning sources over this time scale.  Other expected associations include the number of 
wood burning sources and wind direction.  The more wood burning sources present during an 
IOP, the more wood smoke emitted. Still, no 95 percent significance was found for average BC 
concentration and number of sources.  This may indicate that number of burning sources has a 
larger impact on BC variability than on average BC concentrations themselves in the near-field.  
Correlations between average BC concentration and wind direction were also expected and were 
demonstrated for PEM BC.  Wind directions directing wood smoke toward receptors are 
expected to result in higher BC concentrations.  This relationship was only detected for PEMs, 
likely due to the higher fluctuation of high time resolution aethalometer data. The results of the 
physical modeling provide some insight into the difficulties encountered during the statistical 
modeling process.  Physical modeling showed complex concentration contour lines that varied 
substantially over short distances and often had multiple “peaks” and “valleys” within the study 
area. These sort of complex inter-relationships are difficult to capture using basic statistical 
parameters such as wind speed and source location. 

Two dispersion models were used to predict BC concentrations within the study area: 
ISC-PRIME and ISCST3. Both models under-predicted BC concentrations with modeled-to-
measured ratios averaging 0.25 and 0.15 for ISC-PRIME and ISCST3, respectively.  When 
modeled concentration contour patterns were compared to measured concentrations, ISC-PRIME 
typically performed better than ISCST3, especially when modeling the location of the highest 
measured PEM BC concentration.  Still, while ISC-PRIME was sometimes able to model the 
location of the highest measured PEM BC concentrations and the general direction of decreasing 
BC concentration, there were also many instances where there was no observable correlation 
between measured and modeled concentration patterns.  Contours indicated that ISC-PRIME and 
ISCST3 could not consistently model BC variability within the study area. 

For the third research question, “Does indoor exposure to outdoor wood smoke sources 
correlate with expected values based on simple indoor-outdoor models”, results showed that a 
simple indoor mass balance model could adequately represent the average protection provided by 
the indoor environment.  Aethalometer data was collected during 16 nights in a single residence 
which did not burn wood during the testing.  This data was used to estimate wood smoke model 
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parameters: penetration factor, deposition loss rate, and air exchange rate. A time dependent 
mass balance model of the aethalometer data yielded an average air exchange rate of 
0.26/hr ± 0.08, a deposition loss rate of 0.08/hr ± 0.03, and a penetration factor of 0.97 ± 0.02.  
The values for penetration factor and deposition loss rate are consistent with expectations, based 
on the anticipated size of wood smoke particles in the near-field.  The air exchange rate was 
lower than expected.  The LBNL infiltration model estimated an average air exchange rate of 
0.44/hr for the same periods. Using these average values in a steady state mass balance model 
predicted an average indoor/outdoor concentration ratio of 0.74 using the air exchange from the 
time dependent model and 0.84 using the air exchange rate from the LBNL infiltration model. 
These values compare favorably with the measured indoor/outdoor ratio of 0.88 ± 0.41 derived 
from 13 PEM measurement pairs at 4 different residences. 

The final research question, “How does the near-source contribution affect intake fraction 
calculations for wood smoke exposures”, was investigated by comparing the intake fraction 
derived using specific concentrations within the neighborhood to those derived using the average 
concentration. The intake ratio was defined as the intake fraction calculated when concentration 
variations within the region were included divided by the intake fraction calculated using the 
average concentration for the region. For the 15 sampling periods in this study, the average 
intake ratio was 1.26 ± 0.22.  The intake ratio ranged between 0.95 and 1.8, with all but two of 
the values being greater than 1, meaning that, in general, including local effects increased the 
intake fraction.  The increased intake fraction seen in this study is due to the fact that higher 
concentrations were observed in areas with higher home density.  Further study is needed to 
determine whether it is the home density or the nature of the specific geography of the area that 
led to this intake fraction increase. 

An additional topic investigated in this study was a comparison of analytical methods for 
detecting wood smoke in ambient air. Cambria, CA offered a fairly unique opportunity to study 
ambient wood smoke in the near absence of confounding particulate matter from other sources. 
Black and elemental carbon concentrations estimated using four techniques (aethalometer, two 
methods of thermal-optical analysis, and light transmission) showed significant differences, 
illustrating the degree of measurement uncertainty, but followed similar trends. Although 
general trends were apparent, there was some variability between levoglucosan and the organic 
particle fraction. This variability was even more significant when comparing levoglucosan with 
elemental and black particle fraction. Comparison of PM2.5 concentrations with levoglucosan, 
EC, BC (TOA), and BC (ATN) concentrations showed variability in the fraction of PM2.5 
represented for all measurements.  No one metric appeared to be better suited than the others for 
representing the PM2.5 concentration from wood smoke generated in the near-field. 

14 Recommendations 
Near-field wood smoke concentration variations have been shown to have a significant 

impact on exposures for residents in a neighborhood where wood burning is prevalent.  The 
results show that near-field exposure variations are potentially important and deserve additional 
research to be better quantified.  There are still many research questions to be answered.  
Although the implications of this study are significant, extrapolating the data from one 
neighborhood to the entire state of California is difficult.  Intake fraction was shown to increase 
in areas with higher home densities.  If this increase is caused by the increase in source density, 
as opposed to geographic causes, then this would increase general intake fraction as well as lead 
to higher concentrations in the most populous regions, which are also typically of lower income.  
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Additional field studies to quantify the concentration variation and intake fraction effect would 
increase certainty in exposure calculations.  In addition, no single metric was found to adequately 
represent PM2.5 from wood smoke.  Although this was not a significant issue for this study, since 
wood smoke was nearly the only source of PM2.5, the ability to quantify the wood smoke 
contribution to PM2.5 amidst a complex aerosol mixture is needed if field studies are to be 
conducted in large urban and suburban areas.  Ideally this methodology would be simple and 
inexpensive enough to allow for large sample numbers within a study area.  Finally, the failure of 
dispersion models to adequately represent near-field concentrations within a complex residential 
terrain suggests that additional work is required in this area.  In particular, further work is needed 
to determine the data requirements for obtaining an adequate concentration representation in 
terms of meteorology, source description, and geographic representation. 
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16 Glossary of Terms 
Term Definition 
y Response variable (BCave or BCdev) used for multiple regression 
β0 Constant 
βi Partial slope for independent variable i 
xi Independent variable used for multiple regression (i.e. wind speed, 

humidity, etc.) 
ε Random error 
BCave Average BC concentration (over 30 minutes for aethalometers and over 

12 hours for PEMs) 
BCdev Weighted deviation 
std devt Standard deviation of all operating aethalometers at time t 
BCt,ave Average BC concentration of BC measurements from all operating 

aethalometers at time t 
dCin/dt Change in incoming concentration over time 
Cin(I) Indoor concentration (µg/m3) 
Cout(O) Outdoor concentration (µg/m3) 
t Time (hr) 
λv Air exchange rate (h-1) 
P Dimensionless penetration factor 
kdep Deposition loss rate (h-1) 
G Generation of particles from indoor sources (µg/m3•h) 
S Particle formation through gas/particle exchange (µg/m3•h) 
F Particle formation due to reaction (µg/m3•h) 
K Particle size change through coagulation (µg/m3•h) 
H Particle size change through hygroscopic growth (µg/m3•h) 
R Generation of indoor particles from resuspension (µg/m3•h) 
λ Infiltration rate (hr-1) 
Aleak The total leakage area of the building (m2) 
Afloor Floor area of the building (m2) 
H Building height (m) 
fs The stack parameter determined by the geometry of the building (ms-

1K1/2) 
∆T Absolute temperature difference (K) 
fw The wind factor determined environmental shielding (unitless) 
W Wind speed (m/s) 
iF Intake fraction 
QB Average breathing rate for the population (m3/person hour) 
DE Duration of exposure (hour) 
Pi Population in area i 
Ci Concentration in area i (g) 
E Mass of emissions (g) which lead to the concentrations Ci 
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